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Abstract The goal of the project is to add features to 
information system, which has the major role in correct 
processing of crime data for the European region. The most 
important function of the information system is the statistical 
processing into a charts and representative tables form. In the 
information system, we want to focus on monitoring four 
categories of data, namely reported and convicted crimes, the 
situation of prisons and the number of police forces in each state. 
The information system allows administrators to log in to the 
application, where they can add and edit individual data to 
database. Data are processed in three main categories, namely 
data processing for Europe in the form of a report and an 
interactive map with a criminal index, for an individual state 
and for comparing states. The result of the work will be the 
developed web application that can be used by the countries in 
Europe, data analysts for searching interesting comparisons and 
the European Union for crime monitoring to increase the 
security of states, or it can be used by people who just want to 
expand their horizons in such a field. 

Keywords reported criminal offences, prisons, criminal 
convictions, police forces, web application, statistics, crime 
monitoring, administration, crime predictions 

I. INTRODUCTION 

The very rapid development in the field of information 
technologies has become an irreplaceable part of our lives. 
That is why many companies seek for young professionals, 
who are able to adapt to new or various changing trends very 
fast. One of the most affected subjects of these increasing 
changes are also the universities, which educate future experts 
in IT sector and various data specialists. 

Data analysis plays an important role in many currently 
developed information systems [1, 2, 5, 6, 15]. The amount of 
data needed to be stored and processed has been rising very 
fast and thus, the attention of programmers and other 
scientifically oriented experts has been paid to the completely 
sophisticated spectrum of data science [3, 4, 7, 8]. Because of 
data analyzing necessity, the research project [18] has been 
implemented. Presented research is also a part on mentioned 
project. Its main idea is based on using advanced database 
technologies in sophisticated data analysis [9, 10, 11, 12, 13] 

The information system project for monitoring criminality 
in Europe is part of a larger project that includes detailed 
monitoring and analysis of crime in the territory of the Slovak 
Republic, but also monitoring traffic accidents in the territory 
of the Czech Republic. Together with the monitoring of 
Europe, they will form a complete web application with 
multifunctional use and the possibility of analysis in each of 
these parts of the project. 

In the past, the information system contained only the first 
two of the mentioned parts of the project, and crime 
monitoring in Europe was created as the newest part of the 
project and now it is becoming to be the main part, while it 
was implemented into the existing parts, which were unified 
into one project using the React framework for the frontend 
and .net for the backend implementation. Monitoring for 
crime in the territory of Europe fits perfectly into these 
frameworks because this information system must be created 
as a dynamic site that uses multiple graphs and reports to 
achieve the desired results for the users of the information 
system. 

The goal of information system for crime monitoring in 
Europe was to create an information system that not only 
processes data but also improves user experience. The project 
aimed to analyse the data and provide valuable insights into 
crime trends and criminal justice systems in Europe. 

II. CURRENT DEVELOPMENT 

The development of an information system for crime 
monitoring in Europe has been undertaken as one part of a 
complex project. This project aims to analyse and evaluate 
crime data collected from the European Sourcebook of Crime 
and Criminal Justice Statistics, provided by the University of 
Lausanne in Switzerland. The data from official sources of 
individual countries in Europe offers valuable information 
into various aspects of criminal offenses, convicted crimes, 
police forces, and the state of prisons. 

 

 
Fig. 1.  Data in raw format 

The initial phase of the project contained a detailed 
analysis of the data. The data was available in raw format, 
required processing for input to the information system. The 
data was divided into multiple .csv files, related with the 
database. Nowadays, the project contains crime data between 
the years 1995 and 2016 of criminal offenses, convicted 
crimes, and police forces. 



The development of the information system utilized the 
.NET platform, known for its speed, cross-platform, and 
compatibility. A relational database from Oracle was selected 
as the storage solution, providing a structured and efficient 
way of organizing the data into tables [5, 14, 16, 17]. 

In addition to data processing, the project also had a 
redesign of user interface. Using the React JavaScript library, 
the frontend was enhanced to improve usability and aesthetics. 
The navigation bar, and design were redesigned to create a 
user-friendly experience. The addition of English language as 
a universal allows accessibility to global users. 

 

 
Fig. 2.  Site before re-design 

 
Fig. 3.  Site after re-design 

The project further expanded to include subpages 
dedicated to crime monitoring. A page is focusing on the 
categorization and definition of individual crimes was created, 
allowing users to understand specific offenses. Another 
subpage is providing information about individual states, 
including basic data, criminal laws, crime activity trends, drug 
limits, and firearm classifications. 

 

 
Fig. 4.  Country page with basic information 

 
Fig. 5.  Country page with population development in years 

 
Fig. 6.  State page showing legal drug limits and gun information. 

One of the pages is an interactive report featuring an 
integrated map. Users can apply filters to generate reports 
based on selected countries, years, and type of crime offence. 
The map represents the crime index, which indicates the 
number of crimes per 100 000 people. A corresponding table 
with sorted crime indexes allows overview of the data. 

 

 
Fig. 7.  Criminal report with map 

 
Fig. 8.  Criminal report with an overview of the country 



The project also prioritizes data analysis, aiming to extract 
informative insights and present them through various graphs 
and tables. The development of graphs depicting the trends in 
crime rates over time is underway, with the example of the 
number of crimes in the UK from 2007 to 2016 showcased. 

 

 
Fig. 9.  Data analyses of total crimes per years for UK 

III. MAIN FEATURES OF WEBSITE 

A. Addition Statistical processing 

The statistical measures in the Crime in Europe report and 
state crime analyses represents understanding of crime data. 
With the inclusion of metrics such as the maximum, 
minimum, mean, median, variance, kurtosis, standard 
deviation, skewness, and percentiles (25th, 50th, and 75th), 
the report now offers overview of the distribution and 
characteristics of crime activity in Europe. 

The maximum value signifies the highest recorded crime 
rate in the dataset, the peak level of criminal activity. The 
minimum value represents the lowest recorded crime rate. 

The mean, also known as the average, provides a measure 
of central tendency by summing up all the values and dividing 
them by the total number of data points. This metric offers a 
representation of the overall crime rate, giving researchers and 
policymakers an understanding of the average level of 
criminal activity in Europe. 

The median, on the other hand, represents the middle value 
in the dataset when it is arranged in ascending or descending 
order. This measure shows the central tendency of crime data 
and helps identify the midpoint where half of the observations 
fall below and half above it.  

Variance, as a statistical measure, quantifies the spread or 
dispersion of crime data. It indicates the degree to which crime 
rates deviate from the mean. A high variance suggests a wide 
range of crime rates, indicating significant variations across 
different regions or time periods. Conversely, a low variance 
implies a relatively consistent crime rate throughout the 
dataset. 

Kurtosis measures the degree of peakiness or flatness of 
the crime rate distribution. A positive kurtosis value indicates 
a distribution with heavy tails and a more peaked shape, 
suggesting the presence of outliers or extreme values. In 
contrast, a negative kurtosis value reflects a distribution with 
lighter tails and a flatter shape, indicating a more uniform or 
normal distribution of crime rates. 

The standard deviation, calculated as the square root of the 
variance, provides a measure of the average amount by which 
individual crime rates deviate from the mean. It offers an 
understanding of the typical level of variation or dispersion in 
the dataset. A higher standard deviation suggests a greater 
degree of variability in crime rates, while a lower standard 
deviation indicates a more consistent pattern. 

Skewness measures the symmetry of the crime rate 
distribution. A positive skewness value indicates a longer tail 
on the right side of the distribution, suggesting the presence of 
relatively high crime rates. Conversely, a negative skewness 
value signifies a longer tail on the left side of the distribution, 
indicating a prevalence of relatively low crime rates. 

Additionally, the inclusion of percentiles (25th, 50th, and 
75th) allows for a more detailed examination of crime data. 
These percentiles represent specific points in the dataset, 
dividing it into four equal parts. The 25th percentile indicates 
the value below which 25% of the data falls, while the 50th 
percentile corresponds to the median. The 75th percentile 
represents the value below which 75% of the data falls. These 
percentiles offer valuable insights into the distribution of 
crime rates, highlighting the range of values within specific 
quartiles. 

By incorporating these statistical measures into the Crime 
in Europe report, researchers and policymakers gain a 
comprehensive understanding of the crime landscape. 

 

 
Fig. 10.  Statistical measures in crime report 

B. Analyses of Blood alcohol level on traffic accidents 
index 

Next page in the European crime offense site, we have 
conducted an analysis of blood alcohol levels and their 
correlation with traffic offenses. This analysis includes a 
unique filtering option based on years and groups the data into 
two categories: blood alcohol limits exceeding the user-input 
value and limits below the user-input value. 



 
Fig. 11.  BAC analyses page 

By utilizing this filter, users can explore the relationship 
between different blood alcohol limits and the occurrence of 
traffic offenses within specific time periods. Our findings 
indicate that there is no significant dependency between blood 
alcohol limits and the frequency of traffic offenses. This 
valuable information allows policymakers and authorities to 
assess the effectiveness of current blood alcohol limits in 
preventing traffic offenses across European countries. 

With analysis and the ability to filter data based on specific 
years and blood alcohol limit ranges, we provide a powerful 
tool for researchers, policymakers, and individuals interested 
in understanding the impact of blood alcohol limits on traffic 
safety.  

 

 
Fig. 12.  BAC analyses page statistics and information 

C. Analyses of drugs limits on drug crime index 

We are excited to introduce a new feature on our Europe 
Crime website that focuses on drug analyses. With this new 
addition, users can now explore and analyze the data related 
to drugs such as Cannabis, Heroin, Cocaine, Ecstasy, and 
Amphetamines. The feature offers advanced filtering options, 
allowing users to choose whether they want to include or 
exclude specific drugs within a range inputted by them. This 
filter functionality provides a clear distinction between data 
that falls within the specified range and data that falls outside 
of it, enabling users to examine the prevalence of drug-related 
crimes based on their specific criteria. 

In addition to the filtering capabilities, the drug analysis 
feature also provides comprehensive statistics and crime 
indexes associated with the selected drugs. 

 
Fig. 13.  Filter of drug limits 

 
Fig. 14.  Map in drug analyses 

 
Fig. 15.  Table with states and indexes in drug analyses 

 
Fig. 16.  Drug limits comparison table 

D. State information comparison 

Another page on our website is focusing on comparing 
information about different countries. This feature allows 



users to select specific states they want to compare, and then 
a map displaying these countries is shown. On the map, users 
can see the locations of individual states and easily compare 
their geographical positions.  

 

 
Fig. 17.   Map with location in state comparison page 

In addition to the map, this page provides other 
information about the compared countries. Users can obtain 
statistical data about the population of each country and 
compare them with each other. There is also a rulebook 
available, which provides information about the applicable 
rules and laws in each state. Users can gain an overview of 
legal regulations that pertain to various areas such as road 
traffic, criminal law, and more. 

 

 
Fig. 18.  Population and rulebook in state comparison page 

Another useful feature is providing information about 
permitted legal weapons in individual states. Users can get an 
overview of the types of weapons that are allowed, and any 
potential restrictions or licenses associated with them. This 
information is valuable for those interested in firearms and 
who want to have an overview of their legality in different 
countries.  

Furthermore, the website also provides information about 
drug limits in individual states. Users can learn about the 
quantity and types of drugs that are allowed in different 
countries and the potential legal consequences for their illegal 
possession or distribution.  

 
Fig. 19.  Legal limits of drugs and weapons allowed in state comparison 

page. 

E. State crime indexes comparison 

Another important page for our website is state crime 
activity comparison. On this page we can see states and their 
criminal offences counts and compare it. 

This page allows users to select specific countries for 
comparison, and it will display graphs comparing the number 
of criminal offenses and crime indexes for each year. 

 

 
Fig. 20.  Graphs with total count and crime index 

In addition to the graphs, this page also includes a table 
that lists all types of criminal offenses and their crime indexes 
for each country. The best index (smallest value) is 
highlighted in green, while the worst index (highest value) is 
highlighted in red. 



 
Fig. 21.  Table with types of crime offences and highlighted indexes 

F. Criminal offence indexes prediction 

Our next page is focused on predictions. It allows users to 
input state or more states and get prediction for type of crime 
offence, which he can choose in filter. 

Predictions are made for 5 years, we used ml.NET library 
for forecasting. It allows us also to add confidence level 
interval. 

In statistical terms, a confidence level of 90 percent 
implies that if we were to repeat the prediction process more 
times, 90 percent of the final intervals would contain the true 
value. 

To set up the prediction, we allow the user to choose 
parameters of prediction. The first parameter is the window 
size. This parameter determines the size of the moving 
window used for prediction calculations. The second 
parameter is series length, where users can specify the length 
of the time series data used for training the prediction model. 
The third parameter is train size, which indicates the 
proportion of the dataset used for training the prediction 
model. Horizon defines the time horizon into the future for 
which predictions are made. The last parameter is confidence 
level, which will be shown in the chart. 

 

 
Fig. 22.  Prediction of multiple states 

 
Fig. 23.  Prediction of one state 

G. Convicted crime data analyses 

One of the significant components of the web application 
is a module dedicated to convicted crimes, which processes 
data and generates detailed reports on crime for a specific state 
in a given period. These reports offer a comprehensive view 
of the structure and extent of criminal activities, recording 
their development and trends.  

The created reports have a flexible structure that allows 
users to dynamically filter data by type of crime and year. The 
cornerstone of these reports is the Index of Convicted Crimes, 
providing a normalized value of convictions per 100,000 
inhabitants, enabling comparisons of criminality across 
different states and tracking changes over time.  

Additionally, the reports include various tables and graphs 
that further support the analysis and understanding of crime 
data. Therefore, this application represents a powerful tool not 
only for legal and criminology professionals but also for the 
public interested in issues of justice and security. 

 

 
Fig. 24.  Sample report of convicted crimes comparing the states of 

France and Germany 

H. Convicted Crime Offenses Data Prediction 

This page is focused on predicting Convicted Crime 
Offenses. It functions similarly to Criminal Offense Index 
Prediction. It allows us to use the same parameters, and we 
can build our own prediction model. These predictions can be 
a powerful tool for data analysts who know how to set up the 
model, providing valuable insights into convicted crime trends 
within the data. Additionally, we have enabled the ability to 
filter data by crime offense, allowing users to focus only on 
the fields they are interested in. 



Similarly to the Criminal Offense Index Prediction, this 
page also offers the capability to compare convicted crime 
trends across multiple states. 

The advantages of using this prediction tool extend beyond 
mere forecasting. By understanding convicted crime trends, 
analysts can better allocate resources, devise preventive 
measures, and inform policy decisions to address specific 
criminal activities effectively. 

 

 
Fig. 25.  Prediction of robbery convicted crimes in the Czech Republic 

I. Police forces analyses 

Our web application offers users the capability to compare 
or display counts of state police officers and civilians. On the 
state detail page, we provide a subpage dedicated to police 
forces, where users can access detailed counts over the years. 
Similar to other datasets, this feature allows users to view 
counts in both tables and charts, which are exportable. 
Additionally, the page provides a table detailing the types of 
police officers included in the counts, clarifying the 
composition of the state's law enforcement personnel. 

Moreover, our application includes a comparison feature 
that compare civilian counts with police officer counts. This 
comparison sheds light on the ratio of civilians to police 
officers within each state, providing valuable insights into law 
enforcement resource allocation and community-police 
relations. By understanding this ratio, users can assess the 
balance of law enforcement personnel and civilian population, 
which can inform decisions regarding staffing levels, resource 
distribution, and community engagement initiatives. 

 

 
Fig. 26.  Page showing civilians count in years in Belgium 

J. Export of reports 

Recognizing the importance of comprehensive data 
access, we've expanded our capabilities to include exporting 
page in PDF format. This feature enhances users' experience 
by allowing them to save and utilize visualizations beyond the 
confines of the platform. 

In addition to generating reports, our platform now 
empowers users to seamlessly export visualizations, such as 
graphs and maps, in PDF format. This functionality enables 
users to retain and access visual data for future reference, 
ensuring that insights can be revisited and shared with ease. 

IV. PLANNED FEATURES OF THE SYSTEM FOR FUTURE 

DEVELOPMENT 

A. Incorporation of new data in the future 

As part of our ongoing commitment to providing the most 
up-to-date information, we plan to incorporate new crime data 
as soon as it becomes available. This includes promptly 
integrating newly published crime statistics and relevant 
datasets to ensure that users have access to the latest 
information for their analysis and decision-making processes. 

B. Incorporation of data on the state of prisons 

Another part, where the web application could be 
expanded is data on the state of prisons. 

When we think of prison, we imagine a guard place where 
criminals serve their prison sentences, and the accused 
undergo detention. 

Such data would add a new dimension to the already 
existing data in terms of the number of links in individual 
countries and would enable another analytical dimension 
interesting from the user's point of view. 

From such data, we would allow users to create new 
reports, also with normalized data. 

Like the previous expansion, the data and system would 
need to be supplemented with new parts of the application. 

C. Global filtering and save of the filter 

A very useful functionality of the system would be the 
global use of filtering and the saving of such filters. We would 
allow all logged in users on the site to save filters like this and 
it would work as follows. The user would choose to use a 
global filter, if such a filter were selected, then changes in the 
filter of one subpage would also be reflected in other subpages 
of the system, which would clearly simplify the use of the 
system and make the system more user-friendly. In addition, 
if it were a user with an account, he could save such a filter in 
his saved filters, which would allow him to see these filters 
after logging into the application again, and he could simply 
select them again and use them again. 

Another useful functionality of the use of filters could be 
that if the user has saved filters, he could download individual 
selected reports of the states he would like and already have 
them filtered according to his requirements. 

D. Implementation of authorization 

Since the current system does not include authorization, it 
is necessary to address this area as soon as possible. We would 
like to resolve the authorization area using a standard 
username and password method. After logging in, the user 
will be allowed to view administrative pages that would allow 



modification of data in the database - their addition, deletion, 
or modification. The system would thus be fully ready for 
deployment even with administrative pages. 

For regular users, we would like to add the possibility to 
register and then authorize outside the administrative part of 
the application. Such an account would allow, for example, 
the storage of a filter, reports or other functionalities added 
over time. 

E. Administration for individual states 

After adding authorization, it will be convenient to expand 
the system with administration for individual countries. This 
means that each country would have its own administrator 
(instead of a global admin), who would secure data from his 
country, prepare it and upload it to the system. 

This extension would ensure a fully functional stand-alone 
system for all countries, which would be very beneficial when 
putting such a system into practice. The administration would 
be simpler than from the point of view of a general global 
administrator, and the responsibility for the validity of the data 
would be taken by the administrator of the given country. 

F. Interoperability with existing statistical systems 

As mentioned, the proposed information system was 
created to obtain, store and analyse large amount of data 
interesting for public administration and other authorities 
responsible for keeping safety of served population. 
Therefore, the information system should provide its users 
also with advanced and sophisticated tools based on data 
analysis. One of possible ways of incorporating such features 
consists in interoperability with existing software like Matlab 
or many other. These systems usually offer different free API, 
which can be used to extend our system. Su summarize it, this 
could be one of directions the future development of our 
information system should follow. 

V. CONCLUSION 

The development and implementation of the crime offence 
page for Europe represent a significant step to understand 
crime data in the Europe region. The page provides a platform 
for accessing crime data, statistics, and reports, enabling users 
to get valuable insights into the state of criminality in 
European countries. The website offers many features, such as 
the drug analysis tool, comparison of crime rates and indexes, 
and country information, and the usability and relevance of the 
page. By utilizing advanced technologies, the page offers a 
valuable resource for policymakers, researchers, and the 
public in making decisions, formulating effective strategies, 
and addressing the challenges associated with crime. As the 
page continues to evolve and expand, it has the potential to 
contribute significantly to the field of crime monitoring and 
prevention in Europe, ultimately making safer and more 
secure societies. 

As far as the future research directions are concerned, the 
development of existing information system will continue by 
incorporating several advanced statistical tools and solving 
those issues that raise from users of the system or the business 
community. 
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Abstract  SQL language is a non-procedural language with 
the defined statements and available clauses. Many times, 
conditions and format of the output depend on the functions. In 
this paper, Oracle relational database system (RDBMS) is used. 
Functions to be called are commonly defined in the PL/SQL, 
consequencing in context switches necessity between the SQL 
and PL/SQL environments. This paper deals with the various 
techniques for defining functions to be used in SQL statements. 
It provides an methodology for defining functions. For the 
performance evaluation study, temporal conversion functions 
are covered, focusing on the introduced SQL macro.  

Keywords function definition, SQL macro, context switch, 
temporal database, Oracle 

I. INTRODUCTION 

Structured Query Language (SQL) is an important part of 
the data processing. Today we can no longer imagine an 
information system without data processing. Thus, the data 
layer, proper modeling and data management is a crucial part 
of the information technology. Over the decades, various 
models, enhancements and normalization techniques were 
proposed to ensure performance [6] [9]. Processing costs and 
time demands are the most significant and key factors 
influencing overall performance. It is evident, that the data 
amount is still rising and such an expansion is exponential 
[10].  

Online Transaction Processing (OLTP) systems are 
characterized by the data changes, which must be handled. 
Thus, the focus is not only on the data retrieval, but also Insert,  
Update and Delete operations. In contrast to that, Online 
Analytical Processing (OLAP) is delimited by the data 
analysis as a keyword meaning, that large data sets are 
encapsulated by the complex analytically oriented queries. 
The normalization process is not so strict in that case to focus 
on the data retrieval process [4] [11].  

In the context of the data processing and retrieval, SQL 
language is used in relational databases. It is a non-procedural 
language, consisting of various clauses (Select, From, Where, 
Group By, Having [8]) specifying the formats and conditions 
applied to the data to form the result set. User does not 
specifies, how to get the data, data access techniques nor the 
physical location of the data. All these aspects and tasks must 
be done by the database, currently defined by the cost-based 
approach [9]. The aim of the optimizer is to minimize the 
costs, processing time and response and to maximize the 
performance and throughput. When dealing with the data 
retrieval, it is worth mentioning functions, which can be called 
during the processing. Generally, function calls can be placed 
in any clause. Although there are many functions available in 
the database systems. In some database systems, like Oracle 
Database, functions can be called even automatically, without 
explicit user definition [6]. The reason is associated with the 
data types and format conditions. Implicit conversions change 

the original data type to be applied in the condition or to pass 
the requirements of the function calls. One way or another, 
individual functions are defined by the procedural extension 
of the SQL. Individual database systems have their own 
approaches and names for the procedural language. For Oracle 
Database, PL/SQL is used, as a bridge for building 
anonymous blocks executing the code only once, procedures, 
and functions, which can be optionally enclosed by the 
packages.  

As evident from the definition, procedural language 
behaves differently compared to the SQL language. 
Considering that, it is vital to optimize the functions to be 
called from the SQL environment.  

The aim of this paper is to provide the methodology for 
dealing with the function calls in the SQL environments. 
Various techniques and concepts are proposed, discussed and 
evaluated, to optimize the performance. Since it is part of the 
bigger project, the focus is done on the Oracle database. 
Therefore, we do not focus on database technologies in 
general, but emphasize a specific system. There are several 
reasons for this decision. Firstly, Oracle Database is a most 
complex systems and from the function definition perspective, 
it provides the most robust solutions. It can limit context 
switches and optimize the function for the SQL calling 
environment very easily and efficiently. Besides, these 
function results can be cached, if the function body is 
deterministic, limiting the necessity to execute the function 
with the same parameters multiple times [1] [2]. The 
validation of the cached results is done automatically ensuring 
that if the content of the function is changed, pre-stored data 
are automatically flushed away.  

Secondly, it shares and propagates SQL macros, which 
encapsulate the code block directly in the SQL definition. 
Thirdly, Oracle Database provides scalable databases 
provisionable in Oracle Cloud Infrastructure characterized by 
the availability domains, automated administration and 
accessibility [1] [2]. Fourthly, it provides robust, complex and 
user-friendly environment for the data analytics in the cloud 
environment [14]. It forms an output of the Erasmus+ project 
EverGreen focusing on the environmental data analysis.  

Finally, data in the Oracle Database can be enhanced by 
the data-driven applications placed directly on the data layer, 
which can significantly reduce data transfer demands and thus, 
significant performance improvements can be reached.  

For the purposes of this paper temporal conversion 
functions are discussed, pointing to creating function 
definition management methodology. The data structure and 
temporal layer optimization [5] [12] [13] must be done, when 
dealing with the complex time evolving data [7].  

The paper is structured as follows. Section 2 deals with the 
procedural language definition summary. Section 3 discusses 



context switches and compilation optimizing function to be 
primarily used in SQL. Section 4 points to the SQL macros. 
Performance evaluation study of the temporal conversion 
functions from MySQL to Oracle Database is present in 
section 5. 

II. PL/SQL CODE BLOCKS 

PL/SQL je structured language forming code into code 
blocks executing from the top. It combines the power of SQL 
with procedural language. All the statements of the block are 
passed to the engine at once, limiting the data transfer and 
operations. It offers wider opportunities for identifying and 
capturing exceptions. The block itself consists of the body, 
which is mandatory, optionally enhanced by the exception 
handler. Local variables are defined in the declaration section, 
starting with the Declare keyword up to the beginning of the 
content body. The body itself cannot be empty [11]. 

[DECLARE 
    Variable declaration;] 
BEGIN 
    Statements & commands; 
[EXCEPTIONS 
    exception handlers;] 
END; 
/ 

PL/SQL code can be used in SQL in form of the functions, 
passing the following prerequisites [11]: 

 the parameters and return value data type must be 
recognizable in SQL,  

 function cannot influence the transaction itself by 
invoking transaction end explicitly or by using command, 
which considers transaction end internally (like DDL 
statements),  

 cannot change the content of the table, from which 
the function is called.  

The syntax of the function is following:  

CREATE [OR REPLACE] FUNCTION function_name 
 [( parameter1 [ mode1 ] datatype1, 
    parameter2 [ mode2 ] datatype2, ... )] 
RETURN datatype 
IS|AS 
  [ variable_name data_type [:= 
init_value]; ] 
BEGIN 
  statements; 
  RETURN expression; 
  [ EXCEPTION 
      WHEN exception_type1 THEN 
        statements; 
      [WHEN ...] 
  ] 
END [function_name]; 
/ 

If the function is deterministic (the provided result directly 
depend on the input parameters, by calling the function at any 
time, the same results are provided), the results can be cached 
in the instance memory.  

To get the day element from the Date value, Extract 
function can be used in RDBMS Oracle. In contrast, Day 

function is used in MySQL. To make the migration smooth, 
Day function must be defined in RDBMS Oracle, as well. 
Particular function can be implemented in the following way: 

CREATE OR REPLACE FUNCTION Day  
                          (date_in Date) 
  RETURN varchar IS 
BEGIN 
  RETURN extract(day from date_in); 
END; 
/ 

III. CONTEXT SWITCHES, USER DEFINED FUNCTIONS 

Database code blocks are primarily intended to be used 
and referenced in the PL/SQL environment. Many times, 
Select statements are hidden behind the functions, evaluation, 
constraints and application rules, too. Sure, the code can be 
called from any position making it reusable [3] [11]. 
Furthermore, if the parameters are present and function is 
deterministic, results can be cached. However, if the function 
is called from the SQL environment, context switches are 
present between SQL and PL/SQL environment. Context 
switch is a mechanism for sharing system resources. PL/SQL 
engine passes the SQL statement with the bind variable values 
over the SQL engine, which evaluates that statement and 
passes provided result set back to the PL/SQL engine for the 
consecutive processing [11]. Analogously, if the function is 
called from the SQL environment, context swich must be 
present to provide PL/SQL engine to process the function and 
provide results, which are then used for the query processing. 
Generally, functions, which are directly bundled in RDBMS 
are generally optimized for PL/SQL usage. Thus, to optimize 
performance and reduce context switches, own functions must 
be developed shifting the processing directly to the SQL.  

When dealing with the system migrations over various 
database systems, such a problem is even deeper. Namely, 
each database uses its own dialect, own function names, 
parameters and implementation. Code from one system cannot 
be directly run on another and many conversions need to be 
done [8] [9].  

The pragma UDF navigates the compiler, that the function 
will be primarily used in SQL statements. This definition can 
improve performance of the SQL statements, however, if the 
function will be used in PL/SQL, as well, processing cost 
penalty would be present. Although such a pragma has been 
introduced more than ten years ago (in Oracle 12c), 
developers are not commonly aware of that and do not use that 
option resulting in adding many context switches. In an 
analytical environment, the overhead caused by the context 
switches can be enormous.  

As already stated, this paper deals with the temporal 
functions, which are critical within the migration process 
making the code immediately runnable.  

The function compiled for the SQL usage can look like 
following. Internally, it is treated as an inline function 
embedded to the statement itself, but making it generally 
available through the function name. 

  



CREATE OR REPLACE FUNCTION Day  
                          (date_in Date) 
  RETURN varchar  
     IS PRAGMA UDF; 
BEGIN 
  RETURN extract(day from date_in); 
END; 
/ 

IV. SQL MACRO 

SQL macro is a PL/SQL function that returns SQL snippet, 
which is then inserted directly to the SQL statement at the 
beginning of its execution  even before the statement is 
parsed. Thanks to that, hitting context switches is no longer 
performance problem [11].  

SQL macro looks very similar to the conventional 
functions defined in PL/SQL. However, rather than 
performing an action during the statement execution, the 
action occurs directly during the query optimization. The code 
substitution is done before executing the query to centralize 
the functionality without the costs of the context switching. 
Generally, table or scalar macros can be defined, but for the 
purposes of temporal function management used during the 
migration, only scalar functions are relevant.  

Scalar type of SQL macro returns a piece of SQL text, 
which results in a scalar value. It cannot have table arguments, 
only scalar values are applicable.  

For getting the day element extracted from the Date value, 
SQL macro can be implemented this way: 

CREATE OR REPLACE FUNCTION Day  
                          (date_in Date) 
  RETURN varchar sql_macro(scalar) is 
BEGIN 
   RETURN q'[extract( day from date_in )]'; 
END; 
/ 

Expand_sql_text procedure of the Dbms_utility package 
lets you expand the statement, which will actually be carried 
out. The function call will be replaced by the Extract function 
call:  

-- Original statement 
... where Day(entry_date) = 'Sunday'; 
-- Preprocessed statement 
... where extract(day from entry_date)  
                               = 'Sunday'; 

V. PERFORMANCE EVALUATION STUDY 

The data set of flight monitoring in European region was 
used for the computational study. It consists of the positions 
of the airplanes and individual flight parameters. The whole 
flight is monitored over the whole journey starting from the 
departure airport, taxi, take-off up to parking position on the 
arrival airport. The data set consists of 5 million of rows. The 
position of the aircraft itself is assigned to the Flight 
Information Regions (FIRs) depicting entry and exit time. The 
data set consists of 1000 rows for the FIR assignment. The 
structure of the data set is shown in Fig. 1. To follow and 
evaluate the flight efficiency, expected and real route are 
recorded. When dealing with the FIRs, it is necessary to 
highlight, that the borders of the FIR are not static, but can 
evolve over time, forming the temporal database.  

 
Fig. 1. Data Set. 

The parameters of the server used for the evaluation are 
following:  

 Processor: AMD Ryzen 5 PRO 5650U, 2.30 GHz, 
Radeon Graphics. 

 Physical memory: Kingston, DDR4 type, 2x 32GB, 
3200MHz, CL20. 

 Storage repository: 2TB, NVMe disc type, PCIe Gen3 
x 4, 3500MB/s for read/write operations. 

 Operating system: Windows Server 2022, x64. 

 Database system: Oracle Database 23ai, release bundle 
Oracle 23ai Free, Developer Release Version 
23.2.0.0.0, Windows version. 

Provided evaluation study models a migration process 
from a MySQL to Oracle Database, pointing to the temporal 
conversion functions. Tab. 1 shows the list of evaluated 
functions. Each function was created in a conventional 
PL/SQL environment, optimized using Pragma UDF clause 
and SQL macro.  

TABLE I.  LIST OF USED FUNCTIONS 

Function name Description 
CUR_DATE Provides current date and time values 

using local client time zone.  
NOW Gets current date and time of the server 

(cloud).   
DAY Extracts day element in a numerical 

format extracted from the provided date 
value (parameter of the function).  

DAYNAME Produces the name of the day in an 
English version format.  

DAYOFWEEK_SESSION Provides a numerical representation of 
the day highlighting the client territory 
(whether the first day of the week is 
Sunday or Monday).  

DAYOFWEEK_GLOBAL Provides a numerical representation of 
the day  the first day of the week is 
strictly defined as Monday.  

MONTH Provides a textual representation of the 
month.  

WEEK Gets a week number reference.  
YEAR_N Produces a numerical representation of 

the year. 
YEAR_T Produces a textual representation of the 

year. 
FORMAT Gets the output in a defined format 

(default 'DD/MM/YYYY').  
For the evaluation, three function architectures and calls 

were done. The first solution (SOL1) is a reference and is 
defined by the conventional approach defining function 
directly in PL/SQL. The second solution (SOL2) emphasizes 
shift and optimization for the SQL call using PRAGMA UDF. 
The last solution (SOL3) points to the newly introduced SQL 
macros. Compared to the original PL/SQL approaches, it 
produces a content definition, which is deterministic and 
directly embeddable in the query. The difference between 
SOL1 and SOL2 expresses the context switch impacts. The 
complete limitation of the PL/SQL core environment is done 
by SQL macro. The obtained results are shown in Tab. 2. Each 



function has been called 10 times for the whole position 
monitoring data set. The shown values express the average 
value for 10 experimental rounds. The last row expresses the 
total sum value. The values are expressed in second format 
(ss.ff). 

TABLE II. PERFORMANCE RESULTS [SS.FF]

Function name Conventional 
function

Pragma 
UDF

SQL 
macro

CUR_DATE 17.74 16.93 15.84
NOW 16.89 16.04 14.72
DAY 17.12 16.83 15.34
DAYNAME 17.65 16.34 15.92
DAYOFWEEK
_SESSION

16.99 16.21 14.08

DAYOFWEEK
_GLOBAL

16.30 15.87 13.36

MONTH 17.55 16.98 14.24
WEEK 17.24 16.70 13.99
YEAR_N 16.75 15.92 13.86
YEAR_T 17.44 16.84 14.31
FORMAT 21.04 17.12 16.62
TOTAL SUM 192.71 181.78 162.28

Most of the proposed functions reach almost the same 
results, varying up to 8.83%. From the reached results, it can 
be shown, that the resulting data type and format impact the 
performance. Namely, comparing numerical and textual 
representation of the Year function, the processing time 
demand difference is 4.11% for conventional approach, 
5.78%, if Pragma UDF is used and 3.25%, if SQL macro is 
used. Similarly, the performance strongly depends on the 
session or server reference, which can be shown either in 
CUR_DATE and NOW function calls (the difference is 5.03% 
for conventional function, 5.55% for Pragma UDF and 7.61% 
for SQL macro) or by referring to the DAYOFWEEK function, 
which can point to the server or client territory and National 
Language Support (NLS) parameters. Namely, session 
reference impacts additional 4.23% for conventional 
approach, 2.14%, if function is optimized for SQL call using 
Pragma UDF and 5.39% for SQL macro. Always, server side 
reference provides better performance. Graphical 
representation of the results is in Fig. 2. 

Overall, considering these three solutions by the total sum, 
conventional function requires 192.71 seconds, while Pragma 
UDF takes only 181.78 seconds. Thus, the context switches 
requires 10.93 seconds, which impacts more than 5.67% of the 
overall processing. SQL macro provides the best solution, the 
total processing time demands are significantly lowered by 
15.78%, which is physically expressed by more than 30 
seconds (referencing conventional function) and 19.5 seconds
(making UDF reference). 

Fig. 2. Results individual operations

The reached results in a graphical form are depicted in 
Fig. 3. 

Fig. 3. Results total sum

Fig. 4 shows the scalability of the solution. Based on the 
results, the impacts on the performance is almost linear for 
conventional and UDF function. With the increase in size of 
the date set, differences between the performance are more 
and more significant. For example, referring to the 500 million 
of rows, the context switches delimit 484.81 seconds, 
expressing 10.04%. Considering SQL macro, the 
improvement compared to conventional approach expresses 
27.11%. By referencing UDF function, an reached 
improvement is 18.98%. Conversely, if the data set size is 
small, although there are performance differences, they are 
minimal and not as impactful.



Fig. 4. Results Scalability

VI. CONCLUSIONS

Data analysis is an inseparable part of the information 
systems. Reports, statistics and complex data analytics need to 
be provided to ensure proper decision-making, optimizing 
resources, consumption and last but not least, the overall 
performance of the system. When dealing with the data 
analysis, it is always worth mentioning SQL environment 
providing language for the relational data manipulation. Even 
in non-relational databases and big data concepts, the core part 
of the relational theory and SQL extensions are always 
present. 

When dealing with the data processing and data 
management, functions are used for conditions and output 
formatting. They are commonly coded in procedural 
language, for RDBMS Oracle, PL/SQL is used. Regardless of 
the database system used, there are two environments SQL 
on one hand and procedural on the other, requiring to switch 
between them. Such a context switch can significantly impact 
the performance of the queries. When the data sets to be 
handled are big, the problem is even deeper. Based on the 
proposed peformance study, more than 5% of the query 
processing can be devoted to the context switch for only one 
function reference. If the query required multiple function 
calls, or the parameters themselves depended on the result of 
the function, the performance would be significantly affected 
and the system could easily degrade. 

This paper deals with the various concepts of function 
definitions and emphasizing calls in SQL environment. A 
newly introduced SQL macro provides the best performance. 
Based on the computational study, total demands are reduced 
by more than 15%. 

In the future research, we will emphasize not only 
processing time, but also the server resource consumptions 
and overall costs. We will also focus on index structures 
incorporating functions, function result caching, as well as 
SQL macro used as a data source (considering tabular SQL 
macro). 
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Abstract  This paper focuses on exploring the potential 
benefits and advantages or disadvantages of a two-layer 
approach in genetic programming. The first section describes 
two-layer genetic programming itself and how it differs from its 
basic version. The Python programming language framework 
DEAP was used for the implementation. The focus of the paper 
is also to compare the results obtained by using this two-layer 
genetic programming with different configurations 
of the parameters  with ordinary basic genetic programming 
on different multidimensional datasets and benchmarks. 

Keywords two-layer genetic programming, symbolic 
regression, multi-dimensional data, benchmarks 

I. INTRODUCTION 

This paper focuses on a two-layer genetic programming 
approach for symbolic regression on multidimensional data. 
Genetic programming is a technique for program evolution, 
and there are still no clear answers to some fundamental 
questions about the field. Genetic programming is a white-box 
machine learning technique that offers human-interpretable 
results, making it easier to identify dependencies between 
variables compared to neural networks. This makes it 
promising for environmental analysis, such as climate 
prediction and air quality analysis. However, genetic 
programming performance needs improvement, and 
a potential enhancement could be a multi-layered approach 
inspired by the priciples of ensemble learning. 

A. Symbolic regression 

Symbolic Regression (SR) is a machine learning method 
for solving regression problems that is able to provide 
analytical equations purely from data. Symbolic regression 
can reveal and explain deep relationships in the data that are 
invisible at first sight. It has applications in many different 
fields ranging from science, technology, economics to social 
sciences. Symbolic regression is a type of regression analysis 
in which a mathematical function describing a given set 
of data is derived. While conventional regression methods 
(e.g., linear, quadratic, etc.) have a predetermined independent 
variable(s) and attempt to adjust a combination of numerical 
coefficients to achieve a perfect fit, symbolic regression, 
on the other hand, attempts to find the parameters and 
equations simultaneously. It is usually implemented using 
evolutionary algorithms and genetic programming [1].  

B. Genetic programming 

Genetic programming (GP) [2] uses evolution to evolve 
computer programs. Most computer programs can be thought 
of as executing sequences of functions with arguments. 
A large number of language compilers first compile 
the program into a derivation tree and then generate 
a sequence of machine instructions that can be executed on 

the computer. Derivation trees are therefore a natural choice 
of representation for computer programs [3].  

 
Fig. 1. Example of equation  in the form of syntactic tree 

Individuals in a population of typical genetic 
programming are represented by a hierarchical composition 
of: primitive functions and terminals appropriate 
to the problem domain. The set of primitive functions used 
typically includes arithmetic operations, mathematical 
functions, conditional logic operations, or domain-specific 
functions. The set of terminals used typically includes inputs 
appropriate to the problem domain and various numerical 
constants. The composition of primitive functions and 
terminals corresponds directly to computer programs created 
in programming languages such as LISP (where they are 
referred to as symbolic expressions or S-expressions 
for short). These expressions can be represented by syntax 
trees (k-dimensional trees), in which all internal points and the 
root of the tree are labeled as functions and leaves of the tree 
are labeled as terminals. 

To be able to apply the genetic programming method 
to a specific problem, we first need to define the problem 
at a high level. This definition can be summarized 
in the following steps: 

1. Specification of the set of terminals. 

2. Specification of the set of functions (non-terminals). 

3. Selection of the fitness function - The value of this 
function for a given inidividual represents its 
probability of being selected for crossover. 

4. Specification of parameters and hyper-parameters of 
the genetic programming run. 

5. Selection of termination criteria. 

In genetic programming, terminals are represented 
as variables or constants (from integers to Boolean values). 
The set of terminals can include: named variables (e.g., x, y, 
speed, etc.), constants or parameterless functions (e.g. random 
number, etc.). 



In genetic programming, the list of functions is governed 
by the type of problem. For simple numerical problems, 
arithmetic functions (+, -, *, /) are sufficient. Functions require 
a specific number of arguments, called arity. The set of 
functions may include: mathematical functions (+, -, *, sin, 
cos, log, exp, etc.), boolean operations (AND, OR, NOT), 
conditional operators (if, else if, else), iterative functions (do-
while, for, while loops) and specific functions adapted to 
particular problems. 

In genetic programming, the set of terminals and the set 
of functions should be chosen to satisfy the requirements 
of closure and sufficiency [4]. Closure in genetic 
programming requires that each function can accept any value 
and data type returned by another function, and the same 
applies to terminals. This requirement introduces two main 
problems: type consistency, where all functions must handle 
the same data type (e.g., returning 1 for true and 0 for false 
instead of Boolean values), and evaluation safety, which 
involves handling exceptions (e.g., division by zero) 
by creating safe versions of functions or reducing the fitness 
value on error. These measures ensure the correct and safe 
operation of the algorithm. Sufficiency in genetic 
programming means that a combination of different terminals 
and functions must be able to produce a solution to a given 
problem. While in some areas this identification is easy, 
in others it can only be assured by theoretical calculations, 
experience or trial and error. One big difference from most 
other evolutionary algorithms, if we focus on the fitness 
function, is in the context of genetic programming its 
evaluation. Since the structures generated by genetic 
programming are computer programs, it is necessary to run all 
the programs in the population to evaluate them, usually 
multiple times to eliminate the element of chance. For this 
reason, in practice, interpreters are used that execute tree 
nodes in such an order that a node is not executed until the 
values of all its arguments are known. 

The genetic programming (GP) cycle is the iterative 
process through which programs evolve to solve a problem. 
It involves the following steps: 

1. Initialization: Create an initial population of random 
programs (individuals). 

2. Fitness Evaluation: Each program is evaluated based 
on how well it solves the given problem (its fitness). 

3. Selection: Select the best-performing programs 
(based on fitness) for reproduction (crossover). 

4. Crossover (Recombination): Combine parts of two 
parent programs to create new offspring, mixing 
their characteristics. 

5. Mutation: Randomly alter parts of some programs to 
introduce diversity. 

6. Replacement: Replace less-fit individuals with new 
offspring, forming a new generation. 

7. Termination Check: If a stopping condition (e.g., 
a satisfactory solution or maximum number of 
generations) is met, the cycle stops; otherwise, repeat 
the process from Step 2. 

This cycle continues until a satisfactory solution is evolved 
or any other termination condition is met. 

The first random generation of individuals is created using 
these key strategies: Full Method (which creates balanced 
trees where all branches reach a set maximum depth, filling 
nodes with functions and leaves with terminals),  Grow 
Method (which builds trees of varying shapes and sizes, 
allowing nodes to be functions or terminals, resulting in 
irregular structures, and Ramped Half-and-Half, (which 
combines both methods to generate a diverse population with 
a mix of balanced and irregular tree structures). These 
approaches ensure variety in the initial population, improving 
the evolutionary process. Once the initial generation of 
individuals is established, the fitness function of the 
individuals is evaluated and then the selection process takes 
place.  

Selection in genetic programming is the process of 
choosing the best individuals (programs) from the population 
to become parents for the next generation. The goal is to favor 
individuals with higher fitness, so their traits are passed on. 
Common selection methods include: Tournament Selection, 
in which a small group of individuals is randomly chosen, and 
the best among them is selected as a parent, Roulette Wheel 
Selection, where individuals are selected based on their fitness 
probability, with fitter individuals having a higher chance) and 
Rank Selection, where individuals are ranked by fitness, and 
selection is based on rank, not absolute fitness. 

Selection ensures that better-performing programs have 
a higher chance of reproducing. Crossover combines parts 
of two parent programs to create offspring. Common types 
include: Subtree Crossover (swaps random subtrees between 
parents), One Point Crossover (swaps parts after a single point 
in both parents or (Uniform Crossover: Randomly mixes 
nodes from both parents for more varied offspring). These 
methods promote diversity while preserving useful traits. 

C. Two-layer genetic programming approach 

Two-layer genetic programming [5] is a method that was 
inspired by the success of ensemble learning methods 
in the field of machine learning. The principle is to divide 
genetic programming into two layers. The combination 
of these layers should help genetic programming to exploit 
the search space and thus increase the resulting accuracy. 
Architecture of two-layer GP (2L-GP) is shown in the Fig. 2.  

 
Fig. 2. Two-layer genetic genetic programming scheme  

In the first layer, multiple genetic programming runs 
simultaneously to generate submodels that are then 
used as terminals in the second layer. In the second layer, 
these submodels obtained from the genetic programming runs 
in the first layer are used as a kind of building blocks that 
should already represent a fairly accurate solution to the 
problem at hand, and by combining these blocks we should 
achieve an even more accurate solution. 



The whole two-layer genetic programming can be 
summarized in the following steps: 

1. Creating submodels from individual independent 
runs of a simple GP. 

2. Adding the created submodels to the terminal 
set of the second layer of the two-layer GP. 

3. One run of the second layer using the simple GP 
including the added submodels. 

4. Obtaining the final result from the second layer. 

The two layers have independent parameters, so it is 
possible (and often advantageous to set these parameters 
differently for these layers to get better results). These 
parameters include, for example, the number of generations, 
the population size, the set of terminals, the set of features, and 
others. 

The main motivation for developing this algorithm was to 
avoid bloat (the creation of extremely large trees without 
significantly improving the fitness value) by restarting the GP, 
in which the trees created from the GP runs in the first layer 
are used as building blocks in a new constructive way. This 
approach was also intended to increase the expressive power 
of genetic programming by allowing more efficient use of 
existing code and its variants. Last but not least, the possibility 
of parallel processing of independent GPs in the first layer and 
the associated speeding up of the algorithm's runtime. 

D. Benchmarks for genetic programming 

Benchmarking is the process of evaluating 
the performance of algorithms on a set of problems from 
different domains and comparing it with other algorithms. 
Academic researchers typically design a new algorithm and 
compare its performance with state-of-the-art algorithms 
on benchmark tests [6]. In 2012, the paper "Genetic 
Programming Needs Better Benchmarks" [7] was published to 
address the lack of good and reproducible benchmarks in 
genetic programming (GP). At that time, GP often used simple 
benchmarks taken from historical evolutionary algorithms that 
did not reflect real-world problems.  

However, the situation has improved over the last 12 years 
and a large number of benchmark sets have been developed 
that attempt to remedy the shortcomings of the original 
benchmarks and thus provide a better foundation for future 
research [8]. A number of benchmarks have emerged that have 
attempted to fill this gap: PSB and PSB2 [9], SRBench [10], 
DIGEN [11] and symbolic regression problems from [12]. 

II. EXPERIMENTS 

This section describes the individual settings 
of the experiments. The Mean Squared Error (MSE) was 
chosen as the metric for the accuracy of the models produced 
(and also as fitness function for GP), and each setting was 
tested using 500 independent runs to produce the resulting 
statistics. Following sections describe individual settings 
of three experiments with three different benchmark 
functions. All of the baseline experiments used the entire 
dataset to create submodels, i.e., they did not create submodels 
from subsets of the original dataset. 

A. Simple function with two variables 

The first data set that was chosen for the approximation is 
the following equation (1) from [13]: 

TABLE I. displays common parameters values for first set 
of experiments in the form of table. For the first function, 
values of the variables x and y were generated from -2 to 2 
with step 0.1. All individual settings were tested by 500 
independent runs. 

TABLE I.  INITIAL PARAMETERS VALUES OF EXPERIMENTS FINDING 
FIRST FUNCTION 

Name Value 

Crossover subtree crossover 

Mutation one point mutation  

Selection tournament selection 

Tournament size 2 

Elitism size 1 

Crossover probability 0.9 

Mutation probability 0.01 

Max tree length 17 

Min tree initial length 2 

Max tree initial length 6 

Terminal set x, y, -1.0, 1.0, 2.0, 3.0 

Function set for basic GP +, -, *, sqrt, pow2, pow3 

Function set for first layer in 
two layer GP 

+, -, * 

Function set for second layer in 
two layer GP 

+, -, *, sqrt, pow2, pow3 

 

The population size for the base GP was chosen to be 200 
and the number of generations to be 100. For the two-layer 
GP, the population size was set to 50 with different values for 
number of generations in the first layer, and in the second 
layer, the population size was set to 100 or 200 and the number 
of generations to 10. A varying number of submodels 
produced by the first layer were also tested. 

B. Function with sine component 

The second data set that was chosen for the approximation 
is the following equation (2) with sine component from [14]: 

TABLE II. displays common parameters values for second 
set of experiments in the form of table. For the second 
function, values of the variables x and y were generated from 
0.05 to 6.05 with step 0.25. All individual settings were 
tested by 500 independent runs. 

TABLE II.  INITIAL PARAMETERS VALUES OF EXPERIMENTS 
FINDING  SECOND FUNCTION 

Name Value 

Crossover subtree crossover 

Mutation one point mutation  

Selection tournament selection 



Name Value 

Tournament size 2 

Elitism size 1 

Crossover probability 0.95 

Mutation probability 0.05 

Max tree length 8 

Min tree initial length 2 

Max tree initial length 6 

Terminal set 
x, y,  -4.0, -3.0, -2.0, -1.0, 1.0, 2.0, 

3.0, 4.0 

Function set for basic GP +, -, *, /, sqrt, pow2, ex , e-x, sin, cos 

Function set for first layer in 
two layer GP 

+, -, * 

Function set for second layer in 
two layer GP 

+, -, *, /, sqrt, pow2, ex , e-x, sin, cos 
 

The population size for the base GP was chosen to be 250 
and the number of generations to be 100. For the two-layer 
GP, the population size was set to 100 or 200 with different 
values for number of generations in the first layer, and 
in the second layer, the population size was set to 200 and 
the number of generations to 25. A varying number 
of submodels produced by the first layer were also tested. 

C. Function with more variables 

The third data set that was chosen for the approximation is 
the following equation (3) with three variables which was also 
taken from [14]: 

TABLE III.  INITIAL PARAMETERS VALUES OF EXPERIMENTS 
FINDING THIRD FUNCTION 

Name Value 

Crossover subtree crossover 

Mutation one point mutation  

Selection tournament selection 

Tournament size 2 

Elitism size 1 

Crossover probability 0.95 

Mutation probability 0.05 

Max tree length 12 

Min tree initial length 2 

Max tree initial length 6 

Terminal set 
x, y, z,  5.0, -4.0, -3.0, -2.0,  
-1.0, 1.0, 2.0, 3.0, 4.0, 5.0 

Function set for basic GP +, -, *, /, sqrt, pow2, ex 

Function set for first layer in 
two layer GP 

+, -, * 

Function set for second layer in 
two layer GP 

+, -, *, /, sqrt, pow2, ex 
 

The population size for the base GP was chosen to be 125 
and the number of generations to be 100. For the two-layer 
GP, the population size was set to 100 with different values 

for number of generations in the first layer, and in the second 
layer, the population size was set to 225 and the number 
of generations to 20. A varying number of submodels 
produced by the first layer were also tested. 

TABLE III. displays common parameters values for 
second set of experiments in the form of table. For the second 
function, values of the variables x and z were generated from  
-0.05 to 2.05 with step 0.15, and variable y from 0.95 to 1.95 
with step 0.1. All individual settings were 
tested by 500 independent runs. 

III. RESULTS 

A. Simple function with two variables 

The results of the first experiment performing two-layer 
genetic programming with the basic version on the simple 
function with two variables (1) are shown in Fig. 3:  

 
Fig. 3. Results of experiments on a simple function with two variables 

The far left will always show the result using the single 
layer approach and the far right will always show the different 
configurations of the first layer parameters for the double layer 
approach. By comparing the results from the first function, 
it can be seen that the two-layer approach provided better 
results and was even able to find the exact function we are 
trying to approximate in quite a large number of cases, 
achieving a fitness function value of 0.  

It seems that in these particular configurations, increasing 
the number ofgenerations in the first layer had a positive effect 
on the accuracy of the resulting models. Conversely, a larger 
number of submodels generated from the first layer did not 
have much effect in this case. 

B. Function with sine component 

The results of the second experiment performing two-layer 
genetic programming with the basic version on the function 
with sine component (2) are shown in Fig. 4.  

In these particular configurations, increasing the number 
of generations in the first layer had a positive effect on the 
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Basic GP 

2L-GP 3 gens, 30 models, 200 individuals 

2L-GP 3 gens, 60 models, 100 individuals 

2L-GP 5 gens, 18 models, 200 individuals  

2L-GP 6 gens, 15 models, 200 individuals  

2L-GP 9 gens, 10 models, 200 individuals  

2L-GP 18 gens, 5 models, 200 individuals  



accuracy of the resulting models. Increasing the number of 
submodels generated from the first layer did not have much 
effect, but reducing the number of submodels to 5 submodels 
(dark grey, 9th box) somewhat limits the performance of GP, 
which even with 40 generations in the first layer does not 
generally perform better than 20 submodels generated 
from 10 generations (orange, 2nd box) or a configuration with 
8 submodels and 25 generations in the first layer (brown, 
8th box). For this function, it can be seen that the two-layer 
approach outperformed the single-layer approach, yielding 
more concentrated results with a smaller interquartile range. 

 
Fig. 4. Results of experiments on a simple function with two variables 

C. Function with more variables 

The results of the second experiment performing two-layer 
genetic programming with the basic version on the function 
with three variables (3) are shown in Fig. 5. In this case, it 
seems that the number of submodels played a larger role.  
Comparing box 2 (orange) with box 3 (grey), it seems that the 
reduction in the number of submodels, despite a small increase 
in the number of generations of the first layer, had a negative 
effect on the accuracy of the resulting models. The situation is 
similar when comparing box 4 (yellow) with box 6 (green) or 
box 4 (yellow) with box 7 (dark blue). Comparing box 4 
(yellow) with box 5 (blue) is slightly more complicated, 
although box 5 has a smaller first quartile, box 4 has a better 
average and less inter-quartile variance, so the 4th 
configuration presents more compact and balanced results 
on average. It seem that 5 or 4 submodels are not enough to 
make up for lost performance with an increased number of 
generations. Nevertheless, the configurations with fewer 
models still had better accuracy than the configurations of the 
classical single-layer approach. 

 
Fig. 5. Results of experiments on a function with three variables 

After these experiments we also tried to compare different 
methods for creating data subsets for the first layer. We used 
bootstrapping, which made data subsets from fractions of 
original data. We tried bootstrapping with size of 30 %, 50 % 
and 70 % of original data size and we compared it with basic  
GP and 2L-GP without bootstraping (20 submodels, 
4 generations and 100 individuals in the first layer).  
 

 
Fig. 6. Comparison of different bootstrapping percentages for a 
configuration with 4 generations and 20 models in the first layer (3rd 
function) 

TABLE IV.  COMPARISON OF RUN TIMES WITH DIFFERENT 
BOOTSTRAPPING SIZES (THIRD FUNCTION) 

Bootstrap percentage Elapsed time (minutes) 

30 % 269 

50 % 272 

70 % 294 

No bootstrapping (whole dataset) size 300 

 
As you can see in TABLE IV. , all 2L-GP variants gave us 
very similar results. But when we compared the elapsed time 
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Basic GP 

2L-GP 10 gens, 20 models, 100 individuals 

2L-GP 8 gens, 25 models, 100 individuals 

2L-GP 5 gens, 40 models, 100 individuals 

2L-GP 4 gens, 50 models, 100 individuals 

2L-GP 10 gens, 20 models, 100 individuals 

2L-GP 20 gens, 10 models, 100 individuals 

2L-GP 25 gens, 8 models, 100 individuals 

Basic GP 

2L-GP 5 gens, 16 models 

2L-GP 10 gens, 4 models  

2L-GP 20 gens, 4 models 

2L-GP 4 gens, 20 models 

2L-GP 8 gens, 10 models 

2L-GP 16 gens, 5 models 

2L-GP 40 gens, 5 models, 100 individuals 



of each bootstrapping experiment (300 runs), we saw 
noticeable differences between the configurations.  

IV. DISCUSSION 

The aim of this paper was to explore the dynamics and 
benefits of two-layer genetic programming on multi-
dimensional data data. Therefore, experiments were designed 
using recommended benchmark functions that include 
multiple variables as suggested by selected publications. This 
comparison was tested on a total of three symbolic regression 
problems. For a total of three of these problems, it can be 
directly stated that the two-layer approach achieved better 
results than the single-layer approach when using specific 
configurations.  

The two-layer approach brought with it several 
advantages. One of the main advantages is the ability to 
simply parallelize the first layer. Thus, the runs of two-layer 
genetic programming are able to use the processor very 
efficiently, making the overall time consumption less and the 
runs shorter compared to the single-layer approach. This fact 
can be further enhanced by introducing some form of 
resampling. Another advantage that was observed for all 
problems tested is the smaller interquartile ranges of the best 
individuals produced by two layer genetic programming. Due 
to this fact, it can be stated that the results obtained from the 
two-layer approach are more consistent and often fall 
in a smaller interval than those obtained from the basic single-
layer architecture. 

V. CONCLUSSION 

In the context of environmental analysis, genetic 
programming (GP) stands out as a valuable machine learning 
method due to its transparency and ability to produce 
interpretable results. Its advantage over black-box models, 
like neural networks, lies in the ease of identifying 
relationships between environmental variables, which is 
critical for applications such as climate prediction and air 
quality analysis. The proposed two-layer GP could overcome 
the shortcomings of the basic GP and thus improve the 
application of GP to environmental analytics and data science 
in general. 

In future research on the two-layer approach, it would be 
useful to try other types of problems other than symbolic 
regression. There is a wide range of problems that genetic 
programming can be applied to, and it would be good to see 
if a two-layer architecture would be as successful as it has 
been on the tested symbolic regression problems. But this does 
not mean that all problems related to symbolic regression are 
solved by this paper. Even the problems that have been solved 
in this paper using the two-layer approach probably contain 
room for improvement.  
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Abstract Oracle Application Express (APEX) is a powerful, 
low-code development platform that enables the rapid creation 
of scalable and secure enterprise applications. Integrating 
seamlessly with Oracle databases, Oracle APEX provides a 
user-friendly interface and robust functionality, making it an 
attractive solution for businesses aiming to reduce development 
time and costs. This paper explores the utilization of Oracle 
APEX for various applications, including data analytics, project 
management, and customer service, highlighting its versatility 
and efficiency. Additionally, the integration of Oracle Machine 
Learning (OML) within Oracle APEX is examined, 
demonstrating how advanced analytics and machine learning 
models can be developed and deployed to enhance business 
operations. The discussion is contextualized with a practical 
example of developing a weather prediction AutoML model 
using historical data and visualizing real-time predictions 
through an Oracle APEX application, showcasing the 
platform's capability to streamline complex processes and drive 
innovation in enterprise environments. 

Keywords Analytics, Oracle APEX, Oracle Cloud, Oracle 
Machine Learning, AutoML, Weather Prediction 

I. INTRODUCTION 

The application of machine learning is becoming more and 
more important for organizations seeking to utilize data-
driven insights to maintain a competitive advantage. The rapid 
evolution of machine learning technologies has facilitated the 
automation of complex analytical tasks, thereby enhancing 
decision-making processes across various industries. The 
motivation behind deploying machine learning models lies in 
their ability to uncover hidden patterns within vast datasets, 
predict future trends, and optimize operations. This 
technological advancement is not merely a trend but a 
necessity for companies aspiring to thrive in an increasingly 
data-centric world [1]. 

Machine learning, a subset of artificial intelligence, 
focuses on the development of algorithms that enable 
computers to learn from and make predictions based on data. 
This field encompasses various techniques, including 
supervised learning, unsupervised learning, and reinforcement 
learning, each designed to tackle different types of problems. 
The significance of machine learning lies in its capacity to 
transform raw data into actionable insights, automate 
repetitive tasks, and enhance the accuracy of predictive 
models [2]. As businesses accumulate ever-growing amounts 
of data, the importance of machine learning continues to grow, 
positioning it as a crucial part of modern analytics [1]. 

This is why Oracle Application Express (APEX) is 
becoming an important tool for various companies. Oracle 
APEX is a low-code data-centric development platform that 
enables users to build scalable and secure enterprise 
applications with minimal coding. This platform is 
particularly attractive to companies due to its user-friendly 

interface, robust functionality, and seamless integration with 
Oracle databases [3]. Organizations opt for Oracle APEX 
because it allows for rapid application development, reducing 
the time and cost associated with traditional software 
development. Additionally, Oracle APEX's cloud-ready 
architecture ensures that applications are easily deployable 
and maintainable, providing businesses with a flexible and 
efficient solution to meet their evolving needs. 

Oracle APEX is not only valuable for analytics but also for 
developing a wide range of applications. Its capabilities 
extend beyond data analytics to include creating data entry 
forms, dynamic reports, and interactive dashboards. Oracle 
APEX can be used for managing projects, tracking customer 
interactions, and even building complex transactional 
applications that handle sales orders, inventory management, 
and customer service requests. This versatility makes Oracle 
APEX a comprehensive solution for companies looking to 
address various business needs through a single, integrated 
platform [4]. 

While Oracle APEX offers some data analytic 
opportunities, more complex analyses often require the use of 
Oracle Machine Learning (OML), a suite of machine learning 
tools integrated within the Oracle ecosystem. OML 
streamlines the creation, deployment, and management of 
machine learning models, leveraging the computational 
power of Oracle databases. This integration allows data 
scientists and analysts to build models directly where the data 
resides, enhancing workflow efficiency and ensuring data 
security and governance [1]. By utilizing OML within Oracle 
APEX, companies can conduct sophisticated analyses and 
develop intelligent applications that drive innovation and 
operational efficiency. For even better efficiency, deploying 
solutions in Oracle Cloud Infrastructure provides scalability, 
performance, and security, offering a robust and flexible 
environment for running Oracle APEX and OML 
applications and allowing businesses to scale resources 
according to demand while protecting sensitive data [3]. 

We will show the process of training an OML model 
utilizing AutoML feature directly within OCI on an example 
of weather prediction, where we will develop models to 
predict temperature, relative humidity, rain, snowfall, and 
snow depth based on historic data from the preceding seven 
days. Following the model training, we will create a simple 
Oracle APEX application capable of visualizing these 
predictions in real-time based on a specified date range. This 
application will retrieve predictions from the trained models 
through a REST API, showcasing the integration and practical 
application of Oracle Machine Learning within OCI and 
Oracle APEX. The reason why we have chosen this use case 
is that weather forecasting had been widely studied, with 
numerous models and methods applied to predict variables 
such as temperature, humidity, precipitation, and snow 



metrics, leveraging machine learning techniques to enhance 
prediction accuracy [5]. Another reason is, that the data and 
prediction results are quite easy to understand and interpret. 

II. Introduction to Oracle APEX 

Oracle Application Express (APEX) is an enterprise low-
code application development platform developed by Oracle 
Corporation, evolving since the early 2000s. Created by Mike 
Hichwa, APEX simplifies cloud, mobile, and desktop 
application creation through a web-based IDE featuring 
wizards, drag-and-drop layout, and property editors. It is a no-
cost feature of the Oracle Database, available on Oracle Cloud 
services, including the Autonomous Database Cloud Services. 
The latest version, 24.1, was released on June 17, 2024, with 

[6]. Currently Oracle APEX is available in Oracle Cloud Free 
Tier [7]. 

Designed for scalable, secure, and feature-rich enterprise 
applications, Oracle APEX allows developers and business 
users to rapidly build and deploy applications that leverage 
Oracle databases' capabilities. Its user-friendly interface and 
extensive functionality make it an attractive solution for 
organizations aiming to streamline their application 
development processes and boost productivity. The intuitive 
drag-and-drop interface simplifies the development process, 
enabling quick web-based application design with pre-built 
components and templates, thereby lowering the barrier for 
non-technical users and accelerating development timelines 
[8]. 

databases ensures efficient data access and manipulation, 

handling large data volumes and delivering high-performance 
outcomes. This integration also enhances data security and 
integrity by inheriting Oracle databases' advanced security 
features [9]. The platform's cloud-ready architecture allows 
businesses to deploy applications on-premises or in the cloud, 
offering scalable and resilient solutions that meet modern 
enterprises' dynamic needs [10]. Furthermore, Oracle APEX 
supports a wide range of data analytics and reporting 
capabilities, enabling interactive dashboards and data 
visualizations that drive informed decision-making and 
operational efficiency [8]. 

III. ORACLE MACHINE LEARNING 

Oracle Machine Learning (OML) is an integrated suite of 
tools and technologies designed to streamline the 
development, deployment, and management of machine 
learning models within the Oracle ecosystem. By leveraging 
the robust computational power of Oracle databases, OML 
enables data scientists and analysts to build sophisticated 
models directly where the data resides, thus eliminating the 
need for extensive data movement and reducing latency. This 
in-database machine learning approach ensures high 
performance and scalability, making it suitable for handling 
large datasets and complex analytical tasks typical in 
enterprise environments [1]. 

OML offers a variety of machine learning algorithms and 
techniques, including classification, regression, clustering, 
anomaly detection, and time series analysis. These algorithms 
are optimized for use within Oracle databases, providing 
efficient and scalable solutions for diverse business problems 
[11]. Additionally, OML supports automated machine 

learning (AutoML) capabilities, which help streamline the 
model development process by automating tasks such as 
feature selection, algorithm selection, and hyperparameter 
tuning. This automation accelerates the creation of accurate 
models and makes advanced analytics more accessible to 
users with varying levels of expertise [12]. 

One of the key advantages of Oracle Machine Learning is 
its seamless integration with other Oracle products and 
services. For instance, OML can be used in conjunction with 
Oracle Autonomous Database, Oracle Analytics Cloud, and 
Oracle APEX to create comprehensive data-driven 
applications. Deploying OML models in Oracle Cloud 
Infrastructure (OCI) offers additional benefits such as 
scalability, high availability, and performance. OCI provides 
a resilient and flexible environment that can scale resources 
dynamically based on demand, ensuring that machine learning 
applications remain responsive and efficient. The integration 
of OML with OCI also facilitates the deployment of machine 
learning models as RESTful services, enabling easy 
consumption by other applications and services, which is 
particularly valuable for developing real-time predictive 
applications and integrating machine learning insights into 
business processes [1].  

IV. DATASET DESCRIPTION 

For weather prediction, we will use dataset built using 
Open-meteo API [13]. Through this API we have collected 
historic meteorologic data from weather stations situated near 
every regional city in Slovakia. These regional cities consist 
of Bratislava, Tre

stations includes measurements of temperature, relative 
humidity, snowfall, rain, and snow depth in hourly interval 
from January 1, 2012, to December 31, 2023, that is 105 192 
measurements of temperature, relative humidity, snowfall, 
rain, and snow depth. 

The data is organized into a data model, as seen in Fig. 1, 
consisting of two tables: WEATHER_DATA and 
WEATHER_LOCATIONS. The WEATHER_LOCATIONS 
table contains information about the position of weather 
stations, their altitudes, and descriptions, which represent the 
names of the regional cities closest to the weather stations. The 
WEATHER_DATA table contains records of temperature, 
relative humidity, rain, snowfall, and snow depth for these 
individual weather stations, along with timestamps indicating 
when the data was measured. This data was loaded directly 
into the database from CSV files downloaded from the Open-
meteo API using Oracle APEX's data workshop. 

 
Fig. 1. Data model for storing data from weather stations. 

For simplicity, this study focuses exclusively on the 

location id equal to 0. All models are trained only on the data 

weather patterns for this specific area. This approach allows 



for a more concentrated examination of the prediction models 
and their accuracy in forecasting weather conditions based on 

 

V. TRAINING AUTOML MODELS 

Training of AutoML models and all examples will be 
showed directly in Oracle Cloud Infrastructure. Before we 
begin with the training of models, we first need to provision 
database inside of OCI. For our purposes, we have 
provisioned Oracle Autonomous Transaction Processing 
Database. Next, we created OML user with role of OML 
developer, Oracle APEX user, and Oracle APEX workspace. 
Here it is necessary for the OML user to have role OML 
developer and not OML administrator, otherwise it would not 
be possible for the user to deploy models. Now when we have 
our OML user ready, we can proceed by creating the first 
model using AutoML UI. 

A. AutoML Overview 

The AutoML UI in Oracle Machine Learning is a no-code 
solution designed to automate machine learning model 
creation, enhancing productivity and potentially increasing 
model accuracy and performance. AutoML UI automates 
essential steps in the machine learning workflow, including 
algorithm selection, adaptive sampling, feature selection, 
model tuning, and feature prediction impact, allowing 
business users without extensive data science expertise to 
efficiently create and deploy machine learning models [12]. 

To begin using AutoML UI, users can create an 
experiment by specifying the data source, prediction target, 
and prediction type. The experiment ranks models by quality 
based on selected metrics, allowing users to deploy the best 
models or generate a Python notebook with the settings used. 
Supported metrics for classification include Balanced 
Accuracy, ROC AUC, and F1 scores, while regression metrics 
include R2, Negative Mean Squared Error, and Negative 
Mean Absolute Error. AutoML UI provides tools for 
monitoring and managing experiments, such as a progress bar, 
options for faster results or better accuracy, and a leaderboard 
showing top-performing models with detailed information, 
including prediction impact and confusion matrices. The 
features grid displays statistical information for the selected 
table, highlighting the target column and showing feature 
importance, which helps in understanding the model's 
behavior and improving its accuracy. Overall, Oracle's 
AutoML UI simplifies the machine learning process by 
automating complex tasks and providing intuitive tools for 
model creation and deployment, making it accessible to users 
across various skill levels and enabling them to derive 
valuable insights from their data efficiently. 

B. AutoML Supported Classification Algorithms 

1) Decision Tree: A Decision Tree is a model that splits 
the data into branches to make predictions based on feature 
values. It is easy to interpret and can handle both numerical 
and categorical data. The model creates a tree-like structure 
where each node represents a decision rule, and each branch 
represents the outcome of the rule [14]. 

2) Generalized Linear Model (GLM): GLM is an 
extension of linear regression that allows for response 
variables that have error distribution models other than a 
normal distribution. It supports various link functions to 

model different types of response variables, making it 
flexible for various types of classification problems [14]. 

3) Generalized Linear Model (Ridge Regression): This 
version of GLM incorporates ridge regression to handle 
multicollinearity among predictor variables. It adds a penalty 
term to the loss function to shrink the coefficients, which 
helps in improving the model's generalization by reducing 
overfitting [14]. 

4) Neural Network: A Neural Network is a computational 
model inspired by the human brain, consisting of layers of 
interconnected nodes (neurons). It is capable of learning 
complex patterns from the data and is particularly useful for 
handling non-linear relationships and high-dimensional data 
in classification tasks [14]. 

5) Random Forest: Random Forest is an ensemble 
learning method that constructs multiple decision trees during 
training and outputs the mode of the classes for classification. 
It improves prediction accuracy and controls overfitting by 
averaging the results of multiple trees, each trained on 
different parts of the data [14]. 

6) Support Vector Machine (Gaussian): A Support 
Vector Machine (SVM) with a Gaussian (or Radial Basis 
Function) kernel is a powerful regression model that finds the 
optimal hyperplane to separate different classes. The 
Gaussian kernel allows the model to handle non-linear 
relationships by mapping the input features into higher-
dimensional space [13]. 

7) Support Vector Machine (Linear): An SVM with a 
Linear kernel is used for linearly separable data, finding the 
best hyperplane that maximizes the margin between classes. 
It is efficient and works well with large feature spaces but 
may not perform well with non-linear data [14]. 

C. AutoML Supported Regression Algorithms 

1) Generalized Linear Model (GLM): For regression 
tasks, GLM extends linear regression to model different types 
of response variables, including those with non-normal error 
distributions. It supports various link functions to handle 
different types of dependent variables, making it versatile for 
regression analysis [14]. 

2) Generalized Linear Model (Ridge Regression): In the 
context of regression, this version of GLM applies ridge 
regression to address multicollinearity by adding a 
regularization term to the loss function. This technique helps 
to improve model generalization and reduce overfitting by 
shrinking the coefficients [14]. 

3) Neural Network: Neural Networks for regression tasks 
are used to model complex relationships between input 
features and a continuous target variable. They consist of 
layers of interconnected nodes that can learn non-linear 
patterns and interactions, making them suitable for complex 
regression problems [14]. 

4) Support Vector Machine (Gaussian): An SVM with a 
Gaussian kernel for regression, known as Support Vector 
Regression (SVR), aims to find a function that deviates from 



the actual observed values by a value less than a specified 
margin. The Gaussian kernel allows the model to capture 
non-linear relationships between the features and the target 
variable [14]. 

5) Support Vector Machine (Linear): Support Vector 
Regression (SVR) with a Linear kernel is used for linear 
regression tasks. It finds a linear function that fits the data 
while minimizing the prediction error within a specified 
margin. It is efficient for problems where the relationship 
between features and target is linear [14]. 

D. Preparing training data 

Before we begin with the training of models itself, we need 
to create table with training data: 

 

 This select statement creates new table 

It aggregates temperature, relative humidity, rain, snowfall, 
and snow depth, on a daily basis, which is necessary, because 
we only have hourly intervals of measurements, but we need 
daily intervals. This aggregation is only done for weather 

exclusive. The outer query introduces lagged variables, using 
the LAG analytical function to include weather data from up 
to seven days prior, which is essential for training AutoML 
models on time series. The final WHERE clause ensures that 
only rows with non-null values for the seven days prior 

cluded, ensuring 
completeness of the lagged data for model training purposes. 

4011 rows, with represents the size of training dataset. 

E. Training Process and Results of Models 

All models were trained using 
 

data and all models were trained as regression models, 
because we want to predict specific values of different 
weather variables. As metric we use Mean Squared Error, and 
we select three best algorithms for each model based on their 
Mean Squared Error value. 

1) Temperature Prediction Model: Fig. 2 shows a table 
listing the algorithms, model names, and their Mean Squared 
Error (MSE) values. The top two algorithms are Generalized 
Linear Model and Generalized Linear Model (Ridge 
Regression) with slightly different configurations, having 
MSE values of 3.8309 and 3.8310 respectively. The third 
algorithm is a Neural Network model with an MSE of 3.8563. 
These MSE values indicate that the GLM models performed 
slightly better in terms of prediction accuracy compared to 
the Neural Network model. 

 
Fig. 2. Temperature prediction model algorithm leaderboard. 

Fig. 3 details the prediction impact for the best-
performing model, GLM_B755EAA611. The prediction 
impact measures how much each input feature influences the 
model's predictions. For this GLM model, the feature 

 
predicting the target variable, followed by 

suggests that recent past temperatures (up to three days prior) 
are the most significant predictors for the current 
temperature, whereas the influence of snow depth and other 
features is relatively minor. 

 
Fig. 3. Highest prediction impact features in best temperature prediction 
algorithm. 

2) Relative Humidity Prediction Model: In Fig. 4, we can 
see that the best algorithm for predicting relative humidity is  
Neural Network model with MSE values of 47.2749, 
Generalized Linear Model and Generalized Linear Model 
(Ridge Regression) are slightly worse.  

 

 
Fig. 4. Relative humidity prediction model algorithm leaderboard. 

CREATE TABLE WEATHER_PREDICTIONS_OML_TRAIN 
AS 
SELECT * FROM  
  (SELECT time, rain, relative_humidity, snowfall, snow_depth,  
       temperature, 

LAG(rain, 1) OVER(ORDER BY time) RAIN_lag_1,  
LAG(rain, 2) OVER(ORDER BY time) RAIN_lag_2,  

 
LAG(temperature, 6) OVER(ORDER BY time)                

                                                                        TEMPERATURE_lag_6, 
LAG(temperature, 7) OVER(ORDER BY time)  

                                                                        TEMPERATURE_lag_7 
FROM ( 

SELECT TRUNC(time, 'DD') time,  
       ROUND(AVG(temperature), 2) temperature,  
       ROUND(AVG(relative_humidity), 2) relative_humidity,  
       ROUND(SUM(rain), 2) rain,  
       ROUND(SUM(snowfall), 2) snowfall,  
       ROUND(AVG(snow_depth), 2) snow_depth  
FROM WEATHER_DATA  
WHERE location_id = 0 AND 
               time < TO_DATE('1.1.2023', 'DD.MM.YYYY') 
GROUP BY TRUNC(time, 'DD') )  

) 
WHERE TEMPERATURE_lag_7 is not NULL; 



In Fig. 5, we can see, that, the most important features 
when it comes to prediction impact are 

Influence of other features is minor. 

 
Fig. 5. Highest prediction impact features in best relative humidity prediction 
algorithm. 

3) Rain Prediction Model: In case of rain prediction 
model the best algorithm is Neural Network model with MSE 
of 16.3944. All top three models can be seen in Fig. 6. 

 
Fig. 6. Rain prediction model algorithm leaderboard. 

Five most important features are 

 

 
Fig. 7. Data model for storing data from weather stations. 

4) Snowfall Prediction Model: Best algorithm in 
leaderboard is Neural Network algorithm with MSE of 
0.8237, rest of algorithms and their MSE could be seen in Fig. 
8. 

 
Fig. 8. Snowfall prediction model algorithm leaderboard. 

are less significant, but still important, as seen in Fig. 9. 

 
Fig. 9. Highest prediction impact features in best snowfall prediction 
algorithm. 

5) Snow Depth Prediction Model: MSE of all models are 
the same and have value of 0.0001. We have chosen first 
model from the ranking seen in figure, even though they are 
practically the same. 

 
Fig. 10. Snow depth prediction model algorithm leaderboard. 

When it comes to prediction impact of features, 

of features are nearly insignificant as seen in Fig. 11. 

 
Fig. 11. Highest prediction impact features in best snow depth prediction 
algorithm. 

F. Deploying Models in OML 

Models inside AutoML UI can be deployed directly by 
selecting the model we want to deploy and pressing deploy 
button. Here all we need to do is to fill the name of the model, 
URI, version, namespace and optionally, it is also possible to 
write comments for the model. 

After deploying the model, it is possible to look at model 
metadata, where it is possible to find all necessary 
information about model REST API endpoint, so all 
important information about getting predictions from model. 
All deployed models can be accessed from external sources 
by using following URL: -cloud-service-location-
url>/omlmod/v1/deployment/<model-  



This way we have deployed models for prediction of 
temperature, relative humidity, rain, snowfall and snow 
depth. 

VI. DEPLOYING AUTOML MODELS IN ORACLE APEX 

Deploying AutoML models in Oracle APEX is 
straightforward thanks to its robust support for REST API 
integration. APEX, a low-code development environment, 
allows applications to communicate with machine learning 
models deployed in AutoML UI via REST API calls. This 
enables APEX applications to fetch real-time predictions 
from AutoML models, integrating advanced machine 
learning capabilities seamlessly. Let us now look at the basics 
of getting the predictions from models. 

A. Retrieving Oracle Authorization Token 

To retrieve the Oracle Authorization Token necessary for 
accessing Oracle Machine Learning (OML) services, we send 

-cloud-service-location-

include the header:  

 

This token is valid for one hour. To streamline this 
process, the token is automatically synchronized into the 

that a new token is fetched and replaces the existing one in 

uninterrupted access to OML services. 

B. Configuring REST API Sources for Prediction Model 

First, it is important to increase the rate limit for API calls 
in Oracle APEX. Default rate limit in Oracle APEX is 1000, 
which is not enough. It is possible to increase or disable these 
rate limits within the Oracle APEX workspace settings. 

Once the rate limits are appropriately configured, the next 
step involves creating REST Sources within Oracle APEX. 

<oml-cloud-service-
location-url>/omlmod/v1/deployment/<model-  
to connect with the deployed prediction model. This setup 
allows Oracle APEX to communicate directly with the OML 
model for real-time predictions. 

To create a REST Source in Oracle APEX through Shared 
Components, it is required to navigate to Shared Components 
in the Oracle APEX application builder, and here find REST 
Data Sources, Next, provide a meaningful name and 

REST Data Source, which 
will be used for accessing this data source in SQL. As base 

-cloud-service-location-
-

operation since predictions need to be retrieved through a 
POST call and choose. 

Next, we add the necessary headers for the authorization 
token by creating parameter of type HTTP Header with name 
Authorization. This parameter will be dynamically filled by 

POST request, include the input data for the prediction model 
structured as follows: 

 

C. Passing Data to Prediction Models 

Passing data to prediction models can be achieved by 

which allows various lagged weather parameters to be 
inputted and provides real-time predictions. This function 
constructs a set of parameters, retrieves the authorization 

REST API call to the prediction model. The function adds 
necessary parameters such as the authorization token and 
weather variables lag values into a parameter object. It then 
executes the REST API call, retrieves the response, extracts 
the predicted temperature value from the JSON response, and 
returns it rounded to two decimal places: 

 

This function begins by declaring necessary local 
variables to hold parameters, the authorization token, the 
JSON response, and the final regression value. It retrieves the 

oceeds by adding the authorization 

{ 
    "grant_type": "password",  
    "username": "<your-OML-user-username>",   
    "password": "<your-OML-user-password>" 
} 

{ 
    "inputRecords": [{ 
        "RAIN_lag_1": #RAIN_lag_1#,  
        "RAIN_lag_2": #RAIN_lag_2#,  
        ..........................................................., 
        "TEMPERATURE_lag_6": #TEMPERATURE_lag_6#,  
        "TEMPERATURE_lag_7": #TEMPERATURE_lag_7# 
    }], 
    "topN": #topN#, 
    "topNdetails": #topNdetails# 
} 

CREATE OR REPLACE FUNCTION predict_temperature_automl( 
p_model VARCHAR2, 
p_rain_lag_1 NUMBER, 
p_rain_lag_2 NUMBER, 

 
p_temperature_lag_6 NUMBER, 
p_temperature_lag_7 NUMBER 

) RETURN NUMBER IS 
l_params apex_exec.t_parameters; 
l_token CLOB; 
l_json_string CLOB; 
l_regression NUMBER; 

BEGIN 
SELECT 'Bearer ' || ACCESSTOKEN INTO l_token  
FROM OML_TOKEN; 
apex_exec.add_parameter(l_params, 'Authorization', l_token); 
apex_exec.add_parameter(l_params, 'topN', 35); 
apex_exec.add_parameter(l_params, 'topNdetails', 35); 
apex_exec.add_parameter(l_params, 'RAIN_lag_1', 

format_number(p_rain_lag_1)); 
apex_exec.add_parameter(l_params, 'RAIN_lag_2', 

format_number(p_rain_lag_2)); 
 

 apex_exec.add_parameter(l_params, 'TEMPERATURE_lag_6', 
format_number(p_temperature_lag_6)); 

 apex_exec.add_parameter(l_params, 'TEMPERATURE_lag_7', 
format_number(p_temperature_lag_7)); 

 apex_exec.execute_rest_source( 
         p_static_id => p_model,   
         p_operation => 'POST', 
         p_parameters => l_params 
    ); 
    l_json_string := apex_exec.get_parameter_clob(l_params, 
'RESPONSE'); 
    l_regression := JSON_VALUE(l_json_string, 
'$.scoringResults[0].regression'); 
RETURN ROUND(l_regression, 2); 
END; 
/ 



formats and adds each of the weather parameter inputs to 

procedure, the function makes a POST request to the REST 
Data Source associated with the prediction model specified 

Source, that we want to call. After executing the request, it 
retrieves the JSON response string and parses it to extract the 

function, which it then rounds and returns. To utilize the 

within the SELECT clause of an SQL query, passing in the 
appropriate model static id and lagged weather parameters. 
This allows for seamless integration of real-time model 
predictions into SQL queries, facilitating data-driven 
decision-making and analysis. This approach simplifies the 
process of obtaining predictions from machine learning 
models and makes it accessible through standard SQL 
operations. 

D. Prediction Results 

The data shown in the charts are testing data consisting of 

spanning across year 2023. The models were trained using 
AutoML UI in faster results mode, based on measurements 
from the prior 7 days. The charts display both the real values 
and the predictions for various weather parameters: 
temperature, humidity, rain, snowfall, and snow depth. The 
performance of the models can be evaluated by comparing 
the predicted values to the actual measurements. 

In the temperature chart seen in Fig. 12, the model 
predictions closely follow the real temperature values, 
indicating that the model is well-calibrated for temperature 
prediction. The model captures the seasonal variations and 
the overall trend accurately, which suggests that the training 
data and the features used were appropriate for predicting 
temperature. 

 
Fig. 12. Visualisation of real and predicted temperature values. 

The humidity chart in Fig. 13 also shows a good fit 
between the real and predicted values. The predictions are 
generally in line with the actual humidity measurements, 
demonstrating the model's ability to capture the day-to-day 
fluctuations in humidity. This indicates that the model is 
effective in predicting humidity based on the prior 7 days of 
measurements. 

 

Fig. 13. Visualisation of real and predicted relative humidity values. 

For rain in Fig. 14, the predictions are less accurate. While 
the model captures some of the spikes in rain, it often 
incorrectly estimates the actual amount of rain. This 
discrepancy might be due to the inherently sporadic and 
unpredictable nature of rain, which can be challenging for 
models to predict accurately based on historical data alone, 
especially with only basic weather variables. 

 
Fig. 14. Visualisation of real and predicted rain values. 

In the snowfall chart in Fig. 15, the model does not 
accurately correspond to actual measurements. This could be 
because snowfall is a relatively rare event, and the model 
might not have had enough training examples to learn the 
patterns effectively. The sporadic nature of snowfall events 
makes it difficult for the model to predict them accurately. 

 
Fig. 15. Visualisation of real and predicted snowfall values. 

The snow depth chart in Fig. 16 shows that the model 
successfully captures the actual snow depth accurately. This 
suggests that the model can capture the complexity of factors 
that influence snow accumulation and melting. 
 

 
Fig. 16. Visualisation of real and predicted snow depth values. 

Overall, while the models perform well for temperature, 
humidity and snow depth, they struggle with rain and 
snowfall predictions. The variability and rarity of these 
events, combined with possibly insufficient training data for 



such events, likely contribute to the poorer performance in 
these areas.

VII. CONCLUSION

In conclusion, utilizing the AutoML UI for deploying and 
integrating machine learning models within Oracle APEX 
offers a streamlined and efficient approach to analytics. The 
AutoML UI significantly reduces the complexity and time 
required for model development by automating critical tasks 
such as algorithm selection, feature selection, and model 
tuning. This no-code solution is particularly advantageous for 
business users and analysts who may not have a deep 
background in data science, enabling them to build and 
deploy sophisticated models with ease.

On the downside, the AutoML UI operates as a black box, 
meaning users have limited visibility into the internal 
workings of the models it generates. This lack of transparency 
can be both a strength and a weakness. As an advantage, it 
abstracts the complexity of machine learning algorithms, 
making them accessible to non-experts. Conversely, the 
black-box nature may be a disadvantage for those who 
require detailed insights into the model or need to customize 
specific aspects of the modeling pipeline. Also, another 
limitation is, that AutoML UI models can only have a single 

humidity in the same model. Overall, while AutoML UI 
makes the access to advanced machine learning capabilities 
easier and integrates seamlessly with Oracle APEX, it is 
essential to be aware of its limitations and the trade-offs 
involved in using a black-box system for model generation 
and deployment.

ACKNOWLEDGMENT

It was partially supported by the Erasmus+ project: 
Project number: 022-1-SK01-KA220-HED-000089149, 
Project title: Including EVERyone in GREEN Data Analysis 
(EVERGREEN).

REFERENCES

[1] A. Png and H. Helskyaho, Extending Oracle Application Express with 
Oracle Cloud Features. Apress, 2022.

[2] Y. Zhang, New Advances in Machine Learning. InTech, 2010.
[3] Practical SQL for Oracle Cloud.

EDIS-
[4] E. Sciore, Understanding Oracle APEX 20 Application Development: 

Think Like an Application Express Developer. Apress, 2020. 
[5] - - -

-term air temperature prediction with Machine 
Learning models and data reduction techniques, Applied Soft 
Computing, vol. 136, pp. 110118, 2023.

[6] Oracle APEX History, [Online]. Available: 
https://apex.oracle.com/pls/apex/r/apex_pm/apex-community/history. 
Accessed: July 15, 2024.

[7] Oracle Cloud Free Tier, [Online]. Available: 
https://www.oracle.com/cloud/free/. Accessed: July 15, 2024.

[8] A. Geller and B. Spendolini, Oracle Application Express (APEX): 
Build Powerful Data-Centric Web Apps with APEX. McGraw Hill, 
2017.

[9] Oracle APEX Application Security, [Online]. Available: 
https://docs.oracle.com/en/database/oracle/apex/24.1/htmdb/managing
-application-security.html. Accessed: July 15, 2024.

[10] Oracle APEX Deployment, [Online]. Available: 
https://apex.oracle.com/en/platform/deployment/. Accessed: July 15, 
2024.

[11] Oracle Database Machine Learning, [Online]. Available: 
https://www.oracle.com/artificial-intelligence/database-machine-
learning/. Accessed: July 15, 2024.

[12] Oracle AutoML User Interface, [Online]. Available: 
https://docs.oracle.com/en/database/oracle/machine-learning/oml-
automl-ui/index.html. Accessed: July 15, 2024.

[13] Open-meteo weather API, [Online]. Available: https://open-
meteo.com/. Accessed: July 15, 2024.

[14] G. James, D. Witten, T. Hastie, R. Tibshirani and J. Taylor, An 
Introduction to Statistical Learning: with Applications in Python.
Springer Cham, 2023.
































