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Abstract— In today’s data-driven world, effective
environmental management relies heavily on advanced
analytics tools. This paper explores the application of Oracle
Analytics Cloud for in-depth analysis and visualization of
environmental data to improve decision-making processes in the
municipality of Kranj. The study aims to use Oracle Analytics
Cloud for processing and analysing large data sets collected by
the municipality, with a focus on detecting trends and patterns
that could support policymaking. Oracle Analytics Cloud
enables the integration of various data sources and provides a
comprehensive platform for cross-functional environmental
analysis.
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L. INTRODUCTION

In the face of climate change, environmental data
monitoring and analysis are among the key priorities for
sustainable ~ environmental =~ management. = However,
environmental data is becoming increasingly complex and
detailed. Environmental scientists therefore need the ability to
utilize the available data and information for decision-making.
As emphasised by [1], there is a need for interdisciplinary
insights to harness the potential of Al for environmental
sustainability. The effective integration of different data from
different sources to enable comprehensive analysis and gain
new insights requires the use of advanced analytical
techniques and data science methods ([2], [3], [4]).

The rise of data analytics has created a demand for
professionals who are proficient in big data and can use
various software tools to extract useful information for
decision-making. Specifically, this demand has been shown in
smart city management, where data-driven decision-making is
based on big data analytics [5]. To train such professionals,
educational institutions need both the infrastructure and
teachers who are familiar with data analysis. These objectives
are in line with the Erasmus+ project Including EVERyone in
GREEN Data Analysis (EverGreen), which aims to develop
innovative teaching materials and make them available to
lecturers and students. These outputs will improve the digital
readiness, resilience and capacity of teachers and students and
build their digital and sustainability skills.

To achieve the project outcomes, several real-world cases
were developed using advanced data analysis tools to facilitate
informed decision-making on environmental issues and
conservation. This paper presents the results of a case study
on the analysis of environmental data on air quality of the
Municipality of Kranj, Slovenia (MOK), analysed with Oracle
Analytics Cloud (OAC), one of the most powerful software
tools for data analytics. The paper aims to illustrate the key
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data visualization features of the OAC tool using a real-life
example, making it more accessible to students and the
professional audience.

II.  RELATED WORKS AND TOOLS

Data integration and visualisation tools are crucial for big
data analysis, especially in environmental monitoring and
smart cities. Gupta et al. [2] emphasise the need to integrate
multiple data sources to enable comprehensive environmental
analysis, while [3] highlights how combining machine
learning with visualisation can uncover insights into pollution
patterns. In relation to smart cities, [5] discusses how big data
analytics support real-time decision making in urban planning
and environmental monitoring.

Several tools are commonly used for data integration and
visualisation. A Comprehensive review of tools is provided by
[6], [7] or [8]. Beside OAC, the most popular tools are
Tableau, Power BI or Qlik Sense. Tableau is known for its
interactive visualisations and ease of use, which makes it
accessible to non-technical users, although it offers limited
data preparation capabilities compared to other platforms.
Power BI, with its strong integration with Microsoft services,
supports real-time analytics and is widely used in
environmental monitoring, although it lacks advanced
machine learning capabilities. Qlik Sense is characterised by
its associative engine in data integration and exploration,
making it ideal for big data, but requires more technical
expertise than Tableau or Power BI.

III. ENVIRONMENTAL DATA AT THE MUNICIPALITY OF
KRANJ

In 2022, the municipality of Kranj was selected for the
European Commission’s initiative to transform 100 cities into
climate-neutral and smart urban centres by 2030 [9]. This
recognition is the result of proactive measures taken by the
municipality, including establishment of a smart city
infrastructure using Internet of Things (IoT) technology. This
initiative led to the installation of sensors at key locations to
systematically monitor air quality, acoustic pollution and
meteorological conditions. The potential for increased air
pollution from traffic, industrial operations and combustion
processes was taken into account when selecting these
locations. The project also enabled citizens to access real-time
environmental data via mobile applications and the
municipality’s digital portal, encouraging public participation
and awareness.

Continuous monitoring of pollutants and weather

parameters is carried out at each station, including particulate
matter (PM10 and PM2.5), nitrogen dioxide (NO,), carbon
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monoxide (CO), ozone (O;) as well as temperature, humidity,
air pressure and noise levels.

Slovenian environmental legislation, including the
Regulation on Ambient Air Quality ([10], [11], [12], [13]), set
critical limits and target values that are important for
protection of the public health and the environment. These
regulations distinguish between limit values, which are
defined as threshold values to reduce harmful effects on the
health and the environment within a certain period of time, and
target values, which are desirable guideline values to reduce
potential harm over a certain period of time. Table 1 provides
an overview of the limit and the target values for the
parameters monitored in the municipality of Kranj. Limit
values are prescribed for all the parameters except for ozone,
for which a target value has been set.

TABLE L MONITORED PARAMETERS AND THEIR THRESHOLDS
Parameter Unit M.easuren.len Limit / target value
t time period
Nitrogen png/m3 1 hour 200, max 18
dioxide exceedances/year
(NOy) Year 40
PM10 png/m3 24 hours 50, max 35
exceedances/year
Year 40
PM2.5 pg/m3 Year 20
Carbon
monoxide Mg/m3 8 hours 10
(CO)
120, max 25
Ozon (03) ng/m3 8 hours exceedances/year

2 Source: Mestna Obgina Kranj, 2023 [14]

The Air Quality Index (AQI) is used to provide real-time

air quality data so that residents can adapt their activities to

fluctuating pollution levels. Fig. 1 shows an example of the

AQI display on the mobile app “Pametni Kranj”, showing

moderate air quality due to the increased value of NO, in the

air. In this example, the NO; level is most likely influenced by

the higher summer temperatures, air stagnation and increased
sunlight (as a precursor to Os3).
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Fig. 1. Mobile app “Pametni Kranj” (Source: Mestna Ob¢ina Kranj, 2024).

In addition, the dataset includes acoustic measurements
regulated by the Decree on the Assessment and Management
of Environmental Noise. This regulation sets four levels of
noise thresholds, with the second and third levels applying to
residential areas, where the critical noise levels are set at 65
and 80 dBA, respectively.

IV. METHODOLOGY

The basic data set for the case study was provided by the
MOK in .csv format and included air quality metrics,
historical records and sensor data collected from November
23, 2022, to February 5, 2024. The data was thoroughly
cleaned before analysis. The first problem was the notation of
PM10 and PM2.5 concentrations below 2 micrograms per
cubic meter, referred to as “<2”. This symbol hindered the
import process into the Oracle APEX [15] database as it was
incorrectly read as text data, causing distortions. To resolve
this issue, the “<2” entries were replaced with “1” to ensure
accurate database integration.

Data cleaning and normalization was performed on the
Oracle APEX platform, which is located on Oracle Cloud
Infrastructure (OCI). In this phase, redundant columns were
removed — three from the air_guality dataset and one from
the air_quality_sensors dataset.

Further examination of the data revealed normalization
issues and missing values in the 4/R QUALITY table. The
measurements varied between different locations and time
periods. In addition, some indices, such as the AQI, were
calculated as moving averages and were only calculated when
sufficient data was available. Normalization was essential to
ensure the consistency of the data. The AQI was recorded
consistently and therefore created in a separate AQI table
together with the fields sensor_id, created at and updated_at.
Other data was assigned to specific tables based on their
unique ID and parameter type. These tables were then
migrated to the OAC for further processing

Within the OAC, the data underwent an initial review and
attribute classification. Most of the data originally labelled as
measures had to be reclassified to match the structure of the
dataset. Geo-coordinates were converted to location attributes,
and date-related information, such as day of week, month,
time of year and time of day. were converted to support the
planned analysis. After all cleaning activities, the data was
ready for the OAC analyses.

V. ORACLE ANALYTICS CLOUD

The Oracle Analytics Platform [16] is a suite designed to
fulfil various data analysis requirements. It provides a
foundation for data ingestion, preparation, enrichment,
visualization and collaboration. The platform helps
organizations transition from basic data processing to
advanced analytics. By integrating machine learning, Oracle
Analytics facilitates the extraction of actionable insights from
various data sources, whether in the cloud, on-premises or in
a hybrid configuration.

Oracle Analytics offers a balanced approach that combines
centralized control of analytics with the flexibility of self-
service data exploration. This ensures that organizations can
manage their data while allowing individual departments and
users to independently derive insights.
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The platform supports the entire analytics workflow,
including connecting to multiple data sources, modelling
complex data sets, enriching data with additional context and
exploring data through intuitive visualizations. Storytelling
and collaboration features enable teams to share insights and
make informed decisions quickly.

Oracle Analytics Cloud (OAC) is the cloud-native version
deployed on Oracle Cloud Infrastructure (OCI), providing
seamless collaboration and advanced visualization without the
need for an on-premises data centre [17]. Oracle Analytics
Server (OAS) is an on-premises solution for those who prefer
to keep their infrastructure and data in-house.

The Oracle Analytics Platform offers analytics for all roles
within an organization. It leverages machine learning and
offers a range of functions from no-code analytics to
customizable algorithms for specific use cases. The design of
the platform ensures that both, centralized reporting and self-
service analytics, coexist to provide consistent and reliable
data insights across the enterprise.

The Oracle Analytics Cloud (OAC) includes several
important functions that are essential for comprehensive data
analysis:

. Data Visualization: OAC offers a set of data
visualization tools that allow users to create meaningful
representations of their data, including maps, bar charts, and
scatter plots. These visualizations make it easier to understand
complex data sets and identify patterns or trends.

*  Data preparation: OAC allows users to import data
from various sources, clean it and prepare it for analysis. This
process includes replacing values, defining data types and
splitting columns. The prepared data can then be used to create
visualizations or perform further analysis.

. Data analysis: OAC offers robust functions for in-
depth data analysis, such as creating calculations from existing
data and defining filters. In addition, OAC’s Auto Insights
feature offers automatic suggestions for insights based on the
data.

These OAC functions are used to analyse environmental
data on air quality in the municipality of Kranj. The data is
visualized, processed and analysed to provide insights on the
level of air pollution and its impact on the environment and
human health. The document also highlights the use of OAC
for educational purposes and shows its versatility and wide
range of applications.

VI. CASE STUDY: THE MUNICIPALITY OF KRANJ’S AIR
QUALITY ANALYSIS

Using OAC to analyse environmental data on air quality
in the Municipality of Kranj provided important insights. The
data set was prepared and visualized using the robust features
of OAC, as described in the Methodology section.

The input data for the analyses were provided in .csv
format. The air quality data, the air quality history and the air
quality sensors for the period from November 23, 2022, to
February 5, 2024, were included in the present analysis. The
municipality data is not publicly available. The initial dataset
with 7 columns contains 71,103 rows. The columns include
attributes /D, sensor_id, time, date, index, created at and
updated_at. In addition, input data on sensor locations were
given in a separate file, including only 7 rows with basic

sensor data, namely ID, name, hardware id, latitude,
longitude, created_at, updated_at, deleted at and active.

To carry out an efficient data analysis, the data contained
in the dataset must be cleaned. The first challenge arose even
before the data was imported into the Oracle APEX database
tables (Oracle, 2024b). The values of PM 10 and PM2.5, which
were smaller than 2 were represented with smaller signs and
the number 2: <2. This caused major problems when
importing the data, as the data was initially treated as text and
some values were distorted. To avoid this, we first replaced all
strings »<2« with 1 before importing the data into the
database.

The .csv files were first uploaded to the Oracle APEX
instance in the Oracle Cloud Infrastructure to be cleaned and
normalised before analysis. The three empty columns in
air_quality and one in air_quality sensors were dropped.

The preliminary database tables created in Oracle APEX
are shown in Fig. 2.

AIR_QUALITY_SENSORS AIR_QUALITY

P " ID NUMBER P ID NUMBER
NAME VARCHAR2 (100) SENSOR_ID NUMBER
HARDWARE_ID  VARCHAR2 (255) NO2 NUMBER
LATITUDE NUMBER co NUMBER
LONGITUDE NUMBER 03 NUMBER

CREATED_AT DATE
UPDATED_AT DATE
ACTIVE NUMBER

PRESSURE
HUMIDITY
TEMPERATURE

NUMBER
NUMBER
NUMBER

> AIR_QUALITY_SENSORS_CON (D) PM10 LR

PM2_5 NUMBER

PM1 NUMBER

AIR_QUALITY_HISTORY bl a

) NUMBER INDEX_ NUMBER

SENSOR_ID  NUMBER NOISE NUMBER
TIME VARCHAR2 (50) CREATED_AT DATE
DATE_ DATE UPDATED_AT  DATE

INDEX_ NUMBER
CREATED_AT  DATE
UPDATED_AT  DATE

& AIR_QUALITY_CON (ID)

& AIR_QUALITY_IDX (ID)

@ AIR_QUALITY_HISTORY_CON (ID)

Fig. 2. Preliminary database tables used for data cleaning.

When reviewing the data, it became clear that the data is
not normalised, and many values are missing in the
AIR_QUALITY table. Not all measurements were carried out
at all locations and not all measurements were carried out in
the same period. In addition, some measurements (e.g. AQI)
are based on moving averages of other measurements and are
therefore only calculated when the required data is available.
Since we did not want to lose so much valuable data, we
decided to normalise the output. The AQI is available in each
row for each ID. Therefore, this measure was included in the
AQI table, along with the sensor id, created at and
updated_at data. All other data was split into individual tables
based on the ID and the specific parameter value. The tables
were exported from APEX and imported into the OAC dataset
where the ID was defined as a join condition for internal links
between the individual data sources. Based on the cleaned
data, the dataset shown in Fig. 3. was prepared as the basis for
the visualizations, with the ID facilitating the connection
between the internal data sources.
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Fig. 3. OAC Dataset for MOK.

The dataset was used to prepare sample visualizations of
the environmental data provided by the municipality. The
visualizations comprised five canvases presented in the
following lines.

A. Map of Sensors

The first map shows the locations of the air quality sensors
(Fig. 4), where the dot diameter represents the AQI values.
This visualization helped to identify areas of high air
pollution.

LATITUDE, LONGITUDE, NAME, AQ!

©2021 Oracle Corporation Map data © 2021 HERE

Mapof Sensors  Air Quality Index Insights

Fig. 4. Map of Sensors visualization.

B. Air Quality Index Insights

The AQI insights canvas contains four different
visualizations of the AQI (Fig. 5). First, the average AQI by
location, including conditional formatting of locations with
exceeded average AQI. Monthly and hourly visualizations of
seasonality with the average AQI values provide insight into
the evolution of air quality over time. The visualization of
hourly AQI values also includes the graphical representation
of'the AQI threshold, which is 51. The last visualization shows
the average AQI value by month and sensor location to get an
overall view of air pollution.

2024 TEEE 17th International Scientific Conference on Informatics

Average AQI by sensor location Month Seasonality of Air Quality Index

‘ Hour Seasonality of Air Quality Index

Map of Sensors

PM 10 Limits

Air Quality Index Insights Noise Correlations

Fig. 5. AQI Details Canvas.

C. Noise

According to the Decree on the Assessment and
Management of Environmental Noise, there are four levels of
noise thresholds, with levels II and III including residential
areas that have a critical noise level of 65 and 80 dBA,
respectively. The visualizations on the Noise Canvas (Fig. 6)
include the representation of the average noise at the sensor
locations with the noise thresholds shown. Further
visualizations by day of the week and hours of the day are
available for each location. To get an insight into the noise
level over the years, the average noise at the sensor locations
is displayed by month. The last visualization delves deeper
into the noise level exceedance and shows all the cases with a
noise level above 65 dBA, with the location colour coded.

© Average Noise at Sensor Locat Average Noise by Hour of Day

Average Noise by Weekday

— ?3?mm»mn|_nnn_m|n

W Miaka - Miaska cesta
W Miaka lekarna
W Planina

avstveni dom

Noise at Sensor Locations Noise Over Limits

NOISE: > 65

g% N GHPRORH TR Sty o
w0 St i “"lewrkww - °

Man of Sensars Air Quality Index Incight< Noise Carrelations PM 10 1 imite

Fig. 6. Noise Canvas.

D. Correlations

The canvas presented in Fig. 7 is mainly used for the
introduction of scatter diagrams. To explore the possible
correlations, we want to show the relationship between the
AQI and various pollutants, including nitrogen dioxide (NO,)
and particulate matter (PM1, PM2.5 and PM10). We also want
to investigate the correlation between temperature and ozone
(03), taking into account the spatial distribution of the
sensors. These correlations are shown in Fig. 7.

— 461 -



A. Baggia et al.  Enhancing Environmental Data Insights with Oracle Analytics Cloud

TEMPERATURE, O3 by Id, NAME

\

NO2 Vs Air Quality Index PM1 Vs Air Quality Index
0.10

PM2.5 Vs Air Quality Index

Map of Sensors Air Quality Index Insights Noise

PM10 Vs Air Quality Index

The scatter plots show a strong correlation between the
AQI values and the particulate matter values (PM1, PM2.5
and PM10), as can be seen from the purple, blue and green
scatter plots on the right part of Fig 7. In any case, the
relationship between the variables can be described by a
monotonically increasing function. In contrast, the correlation
between AQI and NO,, represented by the red scatter plot on
the right part of Fig. 7, appears weaker due to the greater
dispersion of the data points.

Correlations PM 10 Limits

Fig. 7. Correlations Canvas.

The total scatter, which includes the data from all sensor
sites (left-hand side of Fig. 7), shows a fairly homogeneous
distribution of points across the sites, except the Laze site,
which stands out slightly. To understand the reason for this
discrepancy, a detailed analysis focusing on the Laze site
would be required.

E. PMI0 limits

This canvas contains visualizations showing PM10 levels
(Fig. 8). Particulate matter with a maximum size of 10
micrometers (PM10) can accumulate in the human respiratory
tract. Elevated PM10 levels are an indicator of air pollution
and pose a risk to human health. According to [14], the limit
value for PM10 is 50 pg/m3, whereby 35 exceedances per
year are permitted. The average limit value during a year
should not exceed 40 pg/m3. In our first visualization, we
show the average values of PM10 per sensor location. This
serves as a filter for the other two visualizations, namely the
daily average averages for the selected site during the whole
year 2023, and the graphical representation of the number of
exceedances per month at this site.

@ Average values of PM 10 per location Average daily PM 10 values

CREAT! CREATED_AT (Year): 2023 NAME: Orehek

Miaka

Number of days with average PM10 values over limits

AVGPM10:250 CREATED_AT (Year):2023 NAME: Orehek

- I
< AirQuality Index Incightc

Fig. 8. PM10 Limits Canvas.

PM 10 1imits

The presented visualizations facilitated a comprehensive
understanding of air quality in the municipality of Kranj and
enabled the identification of pollution sources, high pollution
areas and the effectiveness of pollution prevention measures.
The results also provided valuable information for the
planning of infrastructure and transportation solutions as well
as for the implementation of measures to reduce air pollution.
In addition, the visualizations helped to communicate the
results to local residents and increase public awareness and
engagement.

In our case, the data provided by the municipality of Kranj
was used to introduce students to the various data analysis
possibilities offered by the Oracle Analytics Cloud Service. In
addition, this analysis is relevant to policymakers,
environmental scientists, urban planners and public health
officials interested in using data-driven insights to improve air
quality management, urban infrastructure and public health
outcomes. The results can also benefit local government
agencies, smart city developers and sustainability advocates
working to create carbon-neutral urban environments.

VII. CONCLUSIONS

The analysis of the air quality data using Oracle Analytics
Cloud (OAC) provided several insightful results. In particular,
the visualisations revealed that particulate matter
concentrations (PM10 and PM2.5) were consistently above
the legal limits at certain times, especially in areas with high
traffic volumes. In addition, the correlation between nitrogen
dioxide (NO2) levels and the Air Quality Index (AQI) was less
pronounced compared to particulate matter, suggesting that
different pollutants contribute to overall air quality to different
degrees. These findings highlight the critical areas where
targeted interventions, such as traffic management and anti-
pollution measures, could significantly reduce air pollution.
Furthermore, seasonal variations in pollution levels were
found, with pollution levels being higher during the colder
months, likely due to increased combustion activity. These
results provide a valuable basis for both policy development
and public awareness initiatives.

The application of OAC for the analysis of environmental
data on air quality in the MOK has shown significant benefits
in data visualization, preparation and analysis. Data
visualization simplifies complex information, facilitates quick
identification of trends, patterns and outliers, and effectively
communicates results to stakeholders. Data preparation
automates the cleaning process, saving time and resources and
improving data quality for accurate and reliable analysis.
Users can manipulate and transform data to meet specific
requirements. Data analysis provides deep insights for data-
driven decisions, enables prediction of future trends based on
historical data, and enables custom calculations and metrics
tailored to specific requirements.

Overall, these functions contribute to a more efficient and
effective analysis process, leading to better decision-making
and strategic planning for organizations. In environmental
analysis, they are particularly useful for monitoring pollutant
levels, evaluating the effectiveness of environmental
measures and planning actions to improve air quality and
public health. The MOK air quality analysis case study serves
as a practical example of the need for and benefits of analysing
environmental data. It can be used as a teaching tool to
illustrate the process of data analysis and visualization and
serve as a starting point for more complex investigations and
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visualizations. All files used in this case and the exported
OAC workbook are available in the public OCI bucket.
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Abstract—This herein presented paper is dedicated to the
introduction of the continuous versatile function Genetic Pro-
gramming Algorithm (GPA) developed with respect to BigData
processing. The basic structure of this hierarchical evolutionary
algorithm and examples of versatile functions are presented.

On the basis of experiments with the hybrid evolutionary algo-
rithm (hybrid EA) providing symbolic regression of precomputed
Lorenz attractor system data representing hybrid EA’s behaviour,
a discussion of examples of an obtained solution is presented. The
versatile function concept GPA is applicable, but it requires the
hybrid evolutionary algorithm application, as is demonstrated in
the paper.

Index Terms—hybrid evolutionary algorithm, genetic pro-
gramming algorithm, versatile function GPA, BigData, symbolic
regression

I. INTRODUCTION

The BigData boom stands especially on two fundamental
technologies for its processing - Apache Hadoop and on its
successor - Apache Spark. The Hadoop allowed us to divide
BigData processing onto many small sub-tasks and then to
process them in parallel on the Hadoop cluster. Spark then
added in memory processing without storing partial results on
memory media and significantly increased processing speed
together with many other speed-ups and improvements.

In BigData, not only database systems are used, but also
other technologies. At this moment, the Deep Artificial Neu-
ral Networks (Deep ANNs) are used in BigData analytics
frequently, especially for modeling and situation recognition
like computer vision. The main problem of Deep ANNs is
complicated learning, which consumes a lot of computational
power, time and energy.

In the history of computer science and cybernetics, Pro-
fessor Lotfi Zadeh, a researcher and promoter of fuzzy sets,
recognized that there were three techniques that had some
common features and the potential to revolutionize artificial
intelligence - evolutionary techniques, fuzzy sets and artifi-
cial neural networks (ANNs) - and gave them the common
name of soft computing. Despite the different nature of these
techniques, they can be easily combined. Fuzzy sets and neural
networks are universal approximators, but EAs can also create
models and learn their parameters. EAs (genetic algorithms,
evolutionary strategies, genetic programming algorithms, and
many others) are more suitable than ANNs for solving certain
types of problems because of some interesting properties.
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These include not only optimization but also symbolic regres-
sion.

The Symbolic Regression is a method of machine learning
capable of finding equations describing training data set. The
representation in the form of an algebraic or differential
equation can be much more compact than the representation of
an ANN representing the same relationship. It makes obtained
models easily understandable for humans. Models represented
by the equation give a clear view on dependencies between
system variables. The symbolic regression is typically pro-
vided by Genetic Programming Algorithms. Due to quadratic
computational complexity, they are not suitable for large data
sets, but the methods based on static or dynamic training data
subsets are now studied, but they are not being the subject
of this paper. Nowadays, some researchers also study the
possibility of using Deep ANN for symbolic regression solving
tasks like [1]. The remarks about used computer equipment
imply that GPA can be more cfficient.

The standard GPA in the sense of original Koza’s works
discussed later has many limitations when it is applied to
BigData. They are related to working with a strongly nonlinear
state space, where e.g. replacement of a multiplication binary
operator with an additional one significantly changes resulting
function properties. For example, such a change can transform
a quadratic function into a linear one. This mutation invalidates
related constants in the equation, and they have to be estimated
again.

The paper brings the idea of GPA operating in a linear
space with smooth movement from one function to another.
Because the concept of gamma function GPA is novel, the
small illustrative example will continue:

We have expression
rT=axy+z (D

Let the I' be the binary function of three parameters. The first
two are arguments y and z, third is + parameter controlling
I" operator behavior. The magnitudes of ~ are from interval
< 0,1 >. If the v is 0, the result of I'(y, z,7) is y+z, if the
is 1, the result of I'(y, z,7) is y*z. For any magnitude of ~ ,
the result is between these defining functions

z=7*(yxz)+(1—7)x(y+2) 2
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We can tell that the result of I operator is, in this case, linear
interpolation between ’+’ and ’*’ operators. Thus, the equation
(1) can be represented using I" function as (3):

T = F(F(av y7/ */)7 Za/ +/) 3

J. Koza formed Genetic Programming as an optimization
problem in [2] by extending of the previous research of
Nichael Lynn Cramer [3]. GPA in this task optimizes both the
structure and parameters of an arising model on the basis of
information in a training data set or fitness function. The name
Genetic Programming is given by the first idea to develop
evolutionary computer programs. One of the first applications
published by J. Koza 1994 [4] was symbolic regression
(discovering of model described by algebraic equation fitting
training data set). Later, many different application domains
were opened such as analogue electric circuit design [5],
synthesis of topology for controller [6], application of GP to
the synthesis of complex kinematic mechanisms [7] and many
others.

II. MOTIVATION

GPA works on discontinuous and nonlinear space of func-
tions. E.g. in the case of symbolic regression, any change
in builded expression can totally change whole expression
behavior, like for example replacement of 22 to /z. The
idea of versatile function use is to change the nonlinear
noncontinuous space of functions to a linear and continuous
space of parameters. Thus, at the beginning of this work was
the expectation that the GP task solving will be easier if the
problem domain is continuous.

Nevertheless, it is not possible to eliminate GPA part of
the algorithm and eliminate the solution structure evolution
because in such case it is needed to produce full trees. In the
case of building I' function arity n and expected depth of the
solution tree d, the number of nodes of the full tree would be

d
m:1+n+n2...+nd:an @
i=0

in many cases, an evaluation of such structures is inefficient
because the solution is far of full tree and application of GPA
for operator tree development might work faster.

The idea of a fuzzy gamma operator was at the beginning
of this work. It was introduced in [8] to combine properties
of fuzzy logic AN D operator and OR operator. The way of
versatile operator suggested in this work is the use of only
one kind of versatile function capable to continuously change
its properties depending on the magnitude of its control pa-
rameters represented by real numbers. A versatile continuous
function GPA presented in this work is an extension of the
original idea to any operator defined on R with any chosen
number of arguments n controlled by an adequate number of
control parameters v, ..Y,—1. The number of control param-
eters of this function is not limited. In this work, the structure
of the solution created from versatile functions is developed by
GPA and parameters are set up by the Evolutionary Strategy
algorithm within the frame of the hybrid algorithm GPAes.

2024 TEEE 17th International Scientific Conference on Informatics

The main aim of presented work is a limitation of evolution
on an solution describing equation structure development
and transformation of the main part of symbolic regression
problem to the continuous optimization of a parameter set.
Thus, it is the transformation of the structure development
problem onto the problem of estimation of the versatile
function parameters. These versatile functions shall have a lot
of parameters o, ..v,—1 depending on their dimension 7n- the
number of simple binary functions they combine into a final
versatile one.

III. VERSATILE FUNCTION CONCEPT

The term versatile function denotes in this paper a real
function combining properties of several functions. Depending
on parameter magnitudes 7o, ..v,—1, properties of a versatile
function are closer to one or another defining function, as in
the case of fuzzy gamma operator [8]. There are many ways
to form higher order I' functions with more 7y, ..7y,—1 param-
eters. In the work [9], three versions of the versatile function
were tested. They were in the following forms suitable for
approximation of Lorenz attractor combining functions +, —
and *, or commonly binary functions f1, fo and f5: (5).

rl =y fi(zr, 22) + (1—=71) fo(z1, 22) + (1 —72) f3 (w1, 22)
(5)

r2 = y1f1(21, 22) + Yo fo(21, x2) + V3 f3(21,22)  (6)

v; are from interval < 0,1 >.
and

r3 = M1p1(21, x2) + Vo2 (1, 22) +y3(21,22)  (7)

with diffrerent set of operators 1 + 0%z, 0% 21 + 22, T1 * T2
(equal to x1,72 and x1 * 1) and ;s are from interval <
—00,00 >.

IV. USED GPAES ALGORITHM

While some authors understand SR as the way to find any
description of training data set, other ones add requirements
on precision of the model or its comparability to a solution
produced by humans. Such approaches [10] are more computa-
tionally expensive but open new application domains. To solve
these Highly Accurate SR (HASR) problems, it is sometimes
efficient to use hybrid evolutionary algorithms described in the
next paragraph. The hybrid Genetic Programming Algorithm
with Evolutionary Strategy optimization (GPAes) used in this
work, was originally developed for the second approach to
SR (and concluding HASR), but in this work it is applied for
quick search of approximate model.

A. Hybrid Evolutionary Algorithms in Symbolic Regression

Koza in his work [4] identified a weak point of the Ge-
netic Programming application when it is applied to sym-
bolic regression in the identification of parameter (constant)
magnitudes. Till now, there have been many modifications to
GPA extending its abilities by linear or nonlinear optimization
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Initial population

—

Initial population of
parameters

Evaluation — selection of the best
individual from the parameters
population

Ending condition

Evolutionary operators

\
evaluation

Fig. 1. Structure of used hybrid genetic programming algorithm.

techniques such as [11] presented. The optimization techniques
can be replaced by a genetic or evolutionary algorithm with
similar results, but the consumption of computing resources of
a hybrid algorithm with optimization of solution parameters
is significant. The work [12] brings comparison of different
constant optimization methods influencing hybrid evolutionary
algorithm efficiency.

B. Used Hybrid GP Algorithm with Evolutionary Strategy for
parameters optimization

An used GPAes algorithm [13] consists of a standard GPA
without automatically defined functions, discussed in [4] and
in each evolutionary cycle, the Evolutionary Strategy (ES) is
applied to optimize the parameters of each individual in the
population. The structure of the whole algorithm is outlined
in Fig. 1.

C. The different setting of hybrid genetic programming algo-
rithm for versatile function

It is legitimate to expect that a versatile function will ask
different behavior of a hybrid algorithm than in the standard
symbolic regression problem-solving because it has a lot of
parameters to be optimized in nonlinear continuous space. On
the opposite side, there is smaller pressure on the structure
development due to the presence of only one versatile function
and two terminal types (variable and constant) implemented
as pointers to arrays of variables and constants. Thus, it is
possible to expect that it will be useful to run the parameter
optimization part of the hybrid algorithm with more iteration
cycles than for a standard GP function set.

The following chapter will demonstrate how gamma func-
tion is applied in Lorenz attractor data symbolic regression
using (7) form of ~y-function style representation.

V. EXPERIMENTS

As was mentioned above, the Lorenz attractor system served
for the first testing of a versatile function concept. This system
produces chaotic behaviors for some parameters, and that
means it is sensitive to errors in the estimation of the model.
The equations describing this model are as follows:

a'(t) = o(y(t) — x(t)

y'(t) = z(@)(r — 2(1) —y(t) (8)
2(t) = x(t)y(t) — bz(t)

TABLE I

VERSATILE FUNCTION TEST PARAMETERS.
Parameter Magnitude
GPA population size 100

GPA population number limit | 20

ES population size 100

ES population number limit 100

Used parameters had magnitudes

0 =16.0;7 =45.92;0 = 4.0 and initial point has position
{z,y,z} = {19,20,50}.

A training data vector contains 500 samples and the ES
cycle limit (number of nested ES optimizer cycles) was set
to 100 cycles. The magnitude of constants is a result of
optimization by a nested evolutionary strategy algorithm. The
test parameters are represented by the Table 1.

Example of results produced by the above-described hybrid
GP algorithm applying gamma function in the form (7) is
outlined by Table II for standard C++ pseudo random gener-
ator seed value equal to 2, and they can be transformed into
standard representation in (9), (10) and (11).

2 (t) =16.0425 % y — 16.0192  z + 0.00356392 * ( * z)
©)

Y/ (t) = — 30.9282 % x + (—0.004649) * (0.302322 * x
+0.541066 * z 4 2.52825  (x * z))
+ 0.702435 * (z * (0.302322 * = + 0.541066 * z

+ 2.52825 % (x * 2)))
(10)

2'(t) = — 2.33193 % (—9.68919) + 3.19204 « (15.738 * x
+0.827112 % y + 0.235339 % (2 * y))+
— 0.612886 * (—9.68919 * (15.738 *  + 0.827112 * y
+0.235339 (2 * 1))
(11)

After simplification, these symbolic regression results are
the following equations (12), (13) and (14).

2/ (t) =16.0425 x y — 16.0192 * x + 0.00356392 * (y * )

(12)

Y (t) =1.7759312%2 + 0.21236222 + 0.36831x2 3)
—30.9296052 — 0.0025152

2/ (t) =2.148741xy + 143.694375x + 7.551871y 14

+ 22.594513

Thus, Versatile Function GPA is able in constrained time to
produce an approximate but applicable solution of symbolic
regression. It is caused by a bigger number of numerical

— 466 —



TABLE II
EXAMPLE OF MODEL PRODUCED BY HYBRID GP

x!= ( larg=var(l));
( rarg=var (0));
gammal=const no(0 0):=16.0425
gamma2=const no(0 1):=-16.0192
gamma3=const no (0 2):=0.00356392
{gammalxlargtgamma2xrarg+
gamma3x (largxrarg) }
fitness:=0.0545273
y'= ( larg=const no(0 0):=-0.755116);
( rarg=

( larg=var(0));
( rarg=var(2));
gammal=const no(0 1) :=-30.9282
gammaz=const no (0 2):=-0.004649
gamma3=const no (0 3):=0.702435
{gammal*larg+gamma2xrarg+
gamma3* (largxrarg) }
)
gammal=const no (0 4):=0.302322
gamma2=const no (0 5):=0.541066
gamma3=const no (0 6):=2.52825
{gammalxlarg+gammaZ2*rarg+
gamma3* (largxrarg) }
fitness:=5.29507
z! = ( larg=const no(0 0):=-9.68919);
( rarg=
( larg=var(0));
( rarg=var (1)

gammal=const no(0 1):=-2.33193
gammaz2=const no (0 2):=3.19204
gamma3=const no(0 3):=-0.612886

{gammalx*larg+gammaZ2*rarg+
gamma3* (largxrarg) }
)
gammal=const no (0 4):=15.738
gammaz2=const no (0 5):=0.827112
gamma3=const no (0 6):=0.235339
{gammalxlarg+gammaz2*rarg+
gamma3* (largxrarg) }
fitness:=189.629

operations in Gamma function evaluation in comparison to
a precise solution.

Of course, there more experiments were computed. The next
Table III displays fitness values for different numbers of ES
cycles from experiments repeated 10 times for each number
ES cycles from set (1,3,10,32,100) and for each variable
(x,y, and 2). Fitness vale magnitude represents average (not
sum) of squares of value distances between model and training
data obtained for each point of training dataset.

TABLE III
AVERAGE FITNESS FOR DIFFERENT NUMBER OF ES CYCLES
ES Variable
cycles X y 4
1 626.1064 | 1561.0518 | 1131.1116
3 222.4697 837.7314 980.3318
10 18.0633 224.5711 820.5328
32 0.6615 33.7889 428.2599
100 0.5450 8.8722 203.2751
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TABLE IV
VERSATILE FUNCTION TEST PARAMETERS FOR MORE PRECISE SOLUTION.
Parameter Magnitude
GPA population size 100
GPA population number limit | 40
ES population size 100
ES population number limit 1000

With a bigger computing effort, it is possible to obtain
a more precise solution, as is usual in hierarchical genetic
programming applications. Even such a more precise solution
does not need to be more complicated than the previous one.
In the next example, there were 30 experiments computed
with the setting described in Table IV. An example of such a
more precise individuals are (15), (16) and (17). The average
magnitudes of residual errors are in Table V.

2/ (t) = — 16.0203 % z + 16.0205 % y s
+0.000992484 (2 * 1)
y'(t) =((—0.0182939) % ((—13.6712) * 2z + (—14.5963)
% (—13.1142) + (—0.585305) * (2 x (—13.1142)))
+ 12,4751 % x + 0.162529 % (((—13.6712) * 2
+ (—14.5963) * (—13.1142) + (—0.585305)

* (2% (—13.1142))) * x))
(16)

2/ () =a(y(1.06327 — 0.001113052) — 0.0003467612
+0.331252) + y(0.000155169z — 0.148228) — 4.05612
17

After simplification, these symbolic regression results are
the following equations (18), (19) and (20). The equation (15)
is without change, but the others were significantly simplified.

2 (t) =16.0425 % y — 16.0192 * z + 0.00356392 * (y * z)
(18)

Y/ (t) =2(43.5862 — 0.9744252) + 0.109679z — 3.5018
(19)

2/ (t) =2.148741zy + 143.694375x + 7.551871y

(20)
+ 22.594513

TABLE V
AVERAGE FITNESS FOR DIFFERENT NUMBER OF ES CYCLES

ES Variable
cycles X y z
1000 | 0.04263 | 2.4782 | 40.2751
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VI. DISCUSSION

3 different shapes of versatile functions are presented. The
best - third one - is used for above presented experiments.
The application of a versatile function requires a different
proportion between GPA and ES cycle limits than in the case
of a typical function set consisting of e.g. ’+’, ’-°, **’, ’sin’
etc. While for a typical function set containing many different
functions, the number of ES cycles is limited between 1 and
40 (and the GPA cycle limit is between hundreds and many
thousands). In the case of versatile function application, the
situation is different. See Tables I and IV. These first results
point that this concept is applicable in the area of symbolic
regression with respect to future BigData applications.

L)

VII. CONCLUSION

The presented paper discussed the idea of the novel versatile
function genetic programming. It applies a hybrid genetic evo-
lutionary algorithm combining a genetic programming algo-
rithm for structural development and an evolutionary strategy
algorithm for constant tuning. This algorithm is developed for
big data applications because the main computational effort
is concentrated on parameters optimization and due to the
application of only one versatile function. It is suitable for use
on computing accelerators like General-Purpose Graphics Pro-
cessing Unit (GPGPU). The change of parameters on the place
of whole structure change simplifies communication between
processor and GPGPU in the case of future implementation
using GPGPU accelerator. The algorithm is developed as an
alternative approach to symbolic regression. We expect that
due to its applicability to GPGPUs, it will be suitable for
modeling systems described by very large data sets.
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Abstract—The goal of the project is to add features to
information system, which has the major role in correct
processing of crime data for the European region. The most
important function of the information system is the statistical
processing into a charts and representative tables form. In the
information system, we want to focus on monitoring four
categories of data, namely reported and convicted crimes, the
situation of prisons and the number of police forces in each state.
The information system allows administrators to log in to the
application, where they can add and edit individual data to
database. Data are processed in three main categories, namely
data processing for Europe in the form of a report and an
interactive map with a criminal index, for an individual state
and for comparing states. The result of the work will be the
developed web application that can be used by the countries in
Europe, data analysts for searching interesting comparisons and
the European Union for crime monitoring to increase the
security of states, or it can be used by people who just want to
expand their horizons in such a field.

Keywords—reported criminal offences, prisons, criminal
convictions, police forces, web application, statistics, crime
monitoring, administration, crime predictions

1. INTRODUCTION

The very rapid development in the field of information
technologies has become an irreplaceable part of our lives.
That is why many companies seek for young professionals,
who are able to adapt to new or various changing trends very
fast. One of the most affected subjects of these increasing
changes are also the universities, which educate future experts
in IT sector and various data specialists.

Data analysis plays an important role in many currently
developed information systems [1, 2, 5, 6, 15]. The amount of
data needed to be stored and processed has been rising very
fast and thus, the attention of programmers and other
scientifically oriented experts has been paid to the completely
sophisticated spectrum of data science [3, 4, 7, 8]. Because of
data analyzing necessity, the research project [18] has been
implemented. Presented research is also a part on mentioned
project. Its main idea is based on using advanced database
technologies in sophisticated data analysis [9, 10, 11, 12, 13]

The information system project for monitoring criminality
in Europe is part of a larger project that includes detailed
monitoring and analysis of crime in the territory of the Slovak
Republic, but also monitoring traffic accidents in the territory
of the Czech Republic. Together with the monitoring of
Europe, they will form a complete web application with
multifunctional use and the possibility of analysis in each of
these parts of the project.

979-8-3503-8768-1/24/$31.00 ©2024 IEEE

In the past, the information system contained only the first
two of the mentioned parts of the project, and crime
monitoring in Europe was created as the newest part of the
project and now it is becoming to be the main part, while it
was implemented into the existing parts, which were unified
into one project using the React framework for the frontend
and .net for the backend implementation. Monitoring for
crime in the territory of Europe fits perfectly into these
frameworks because this information system must be created
as a dynamic site that uses multiple graphs and reports to
achieve the desired results for the users of the information
system.

The goal of information system for crime monitoring in
Europe was to create an information system that not only
processes data but also improves user experience. The project
aimed to analyse the data and provide valuable insights into
crime trends and criminal justice systems in Europe.

II. CURRENT DEVELOPMENT

The development of an information system for crime
monitoring in Europe has been undertaken as one part of a
complex project. This project aims to analyse and evaluate
crime data collected from the European Sourcebook of Crime
and Criminal Justice Statistics, provided by the University of
Lausanne in Switzerland. The data from official sources of
individual countries in Europe offers valuable information
into various aspects of criminal offenses, convicted crimes,
police forces, and the state of prisons.

Fig. 1. Data in raw format

The initial phase of the project contained a detailed
analysis of the data. The data was available in raw format,
required processing for input to the information system. The
data was divided into multiple .csv files, related with the
database. Nowadays, the project contains crime data between
the years 1995 and 2016 of criminal offenses, convicted
crimes, and police forces.
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The development of the information system utilized the
NET platform, known for its speed, cross-platform, and
compatibility. A relational database from Oracle was selected
as the storage solution, providing a structured and efficient
way of organizing the data into tables [5, 14, 16, 17].

In addition to data processing, the project also had a
redesign of user interface. Using the React JavaScript library,
the frontend was enhanced to improve usability and aesthetics.
The navigation bar, and design were redesigned to create a
user-friendly experience. The addition of English language as
a universal allows accessibility to global users.

KrimiS - Domov

4] = @«

Trestné diny Dopravné nehody Darmov

Fig. 3. Site after re-design

The project further expanded to include subpages
dedicated to crime monitoring. A page is focusing on the
categorization and definition of individual crimes was created,
allowing users to understand specific offenses. Another
subpage is providing information about individual states,
including basic data, criminal laws, crime activity trends, drug
limits, and firearm classifications.

M GERMANY

Location

Europe Crime

Basic information

Fig. 4. Country page with basic information
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Fig. 6. State page showing legal drug limits and gun information.

One of the pages is an interactive report featuring an
integrated map. Users can apply filters to generate reports
based on selected countries, years, and type of crime offence.
The map represents the crime index, which indicates the
number of crimes per 100 000 people. A corresponding table
with sorted crime indexes allows overview of the data.

Srbma zi il mTa inrlas Uriémimating

Fig. 7. Criminal report with map

Fig. 8. Criminal report with an overview of the country
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The project also prioritizes data analysis, aiming to extract
informative insights and present them through various graphs
and tables. The development of graphs depicting the trends in
crime rates over time is underway, with the example of the
number of crimes in the UK from 2007 to 2016 showcased.

UK: ENGLAND AND WALES

Total crimes per years

Fig. 9. Data analyses of total crimes per years for UK

III. MAIN FEATURES OF WEBSITE

A. Addition Statistical processing

The statistical measures in the Crime in Europe report and
state crime analyses represents understanding of crime data.
With the inclusion of metrics such as the maximum,
minimum, mean, median, variance, Kkurtosis, standard
deviation, skewness, and percentiles (25th, 50th, and 75th),
the report now offers overview of the distribution and
characteristics of crime activity in Europe.

The maximum value signifies the highest recorded crime
rate in the dataset, the peak level of criminal activity. The
minimum value represents the lowest recorded crime rate.

The mean, also known as the average, provides a measure
of central tendency by summing up all the values and dividing
them by the total number of data points. This metric offers a
representation of the overall crime rate, giving researchers and
policymakers an understanding of the average level of
criminal activity in Europe.

The median, on the other hand, represents the middle value
in the dataset when it is arranged in ascending or descending
order. This measure shows the central tendency of crime data
and helps identify the midpoint where half of the observations
fall below and half above it.

Variance, as a statistical measure, quantifies the spread or
dispersion of crime data. It indicates the degree to which crime
rates deviate from the mean. A high variance suggests a wide
range of crime rates, indicating significant variations across
different regions or time periods. Conversely, a low variance
implies a relatively consistent crime rate throughout the
dataset.

Kurtosis measures the degree of peakiness or flatness of
the crime rate distribution. A positive kurtosis value indicates
a distribution with heavy tails and a more peaked shape,
suggesting the presence of outliers or extreme values. In
contrast, a negative kurtosis value reflects a distribution with
lighter tails and a flatter shape, indicating a more uniform or
normal distribution of crime rates.
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The standard deviation, calculated as the square root of the
variance, provides a measure of the average amount by which
individual crime rates deviate from the mean. It offers an
understanding of the typical level of variation or dispersion in
the dataset. A higher standard deviation suggests a greater
degree of variability in crime rates, while a lower standard
deviation indicates a more consistent pattern.

Skewness measures the symmetry of the crime rate
distribution. A positive skewness value indicates a longer tail
on the right side of the distribution, suggesting the presence of
relatively high crime rates. Conversely, a negative skewness
value signifies a longer tail on the left side of the distribution,
indicating a prevalence of relatively low crime rates.

Additionally, the inclusion of percentiles (25th, 50th, and
75th) allows for a more detailed examination of crime data.
These percentiles represent specific points in the dataset,
dividing it into four equal parts. The 25th percentile indicates
the value below which 25% of the data falls, while the 50th
percentile corresponds to the median. The 75th percentile
represents the value below which 75% of the data falls. These
percentiles offer valuable insights into the distribution of
crime rates, highlighting the range of values within specific
quartiles.

By incorporating these statistical measures into the Crime
in Europe report, researchers and policymakers gain a
comprehensive understanding of the crime landscape.

Fig. 10. Statistical measures in crime report

B. Analyses of Blood alcohol level on traffic accidents
index

Next page in the European crime offense site, we have
conducted an analysis of blood alcohol levels and their
correlation with traffic offenses. This analysis includes a
unique filtering option based on years and groups the data into
two categories: blood alcohol limits exceeding the user-input
value and limits below the user-input value.

— 471 -



M. Kvet et al. e Information System for Crime Monitoring in Europe

Fig. 11. BAC analyses page

By utilizing this filter, users can explore the relationship
between different blood alcohol limits and the occurrence of
traffic offenses within specific time periods. Our findings
indicate that there is no significant dependency between blood
alcohol limits and the frequency of traffic offenses. This
valuable information allows policymakers and authorities to
assess the effectiveness of current blood alcohol limits in
preventing traffic offenses across European countries.

With analysis and the ability to filter data based on specific
years and blood alcohol limit ranges, we provide a powerful
tool for researchers, policymakers, and individuals interested
in understanding the impact of blood alcohol limits on traffic
safety.

States divided by BAC

ZINre

Fig. 12. BAC analyses page statistics and information

C. Analyses of drugs limits on drug crime index

We are excited to introduce a new feature on our Europe
Crime website that focuses on drug analyses. With this new
addition, users can now explore and analyze the data related
to drugs such as Cannabis, Heroin, Cocaine, Ecstasy, and
Amphetamines. The feature offers advanced filtering options,
allowing users to choose whether they want to include or
exclude specific drugs within a range inputted by them. This
filter functionality provides a clear distinction between data
that falls within the specified range and data that falls outside
of'it, enabling users to examine the prevalence of drug-related
crimes based on their specific criteria.

In addition to the filtering capabilities, the drug analysis
feature also provides comprehensive statistics and crime
indexes associated with the selected drugs.

= Filter
S& maf
Years ¥ Europe -
M M
Cannabis: 0 g 2 g Included
Heroin: [ Included
Cocaine: O Included
Ecstasy: g g O Included
Amphetamines: g g O Included

Fig. 13. Filter of drug limits

Fig. 14. Map in drug analyses

States divided by drugs

s
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Fig. 15. Table with states and indexes in drug analyses

Limits of drugs
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Fig. 16. Drug limits comparison table

D. State information comparison

Another page on our website is focusing on comparing
information about different countries. This feature allows
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users to select specific states they want to compare, and then
a map displaying these countries is shown. On the map, users
can see the locations of individual states and easily compare
their geographical positions.

Locations

e

Fig. 17. Map with location in state comparison page

In addition to the map, this page provides other
information about the compared countries. Users can obtain
statistical data about the population of each country and
compare them with each other. There is also a rulebook
available, which provides information about the applicable
rules and laws in each state. Users can gain an overview of
legal regulations that pertain to various areas such as road
traffic, criminal law, and more.

Population

Rulebook
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Fig. 18. Population and rulebook in state comparison page

Another useful feature is providing information about
permitted legal weapons in individual states. Users can get an
overview of the types of weapons that are allowed, and any
potential restrictions or licenses associated with them. This
information is valuable for those interested in firearms and
who want to have an overview of their legality in different
countries.

Furthermore, the website also provides information about
drug limits in individual states. Users can learn about the
quantity and types of drugs that are allowed in different
countries and the potential legal consequences for their illegal
possession or distribution.
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Fig. 19. Legal limits of drugs and weapons allowed in state comparison
page.

E. State crime indexes comparison

Another important page for our website is state crime
activity comparison. On this page we can see states and their
criminal offences counts and compare it.

This page allows users to select specific countries for
comparison, and it will display graphs comparing the number
of criminal offenses and crime indexes for each year.

Comparison of total crimes per years

Fig. 20. Graphs with total count and crime index

In addition to the graphs, this page also includes a table
that lists all types of criminal offenses and their crime indexes
for each country. The best index (smallest value) is
highlighted in green, while the worst index (highest value) is
highlighted in red.
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Comparison of crime indexes for all criminal offences

Criminal offence Germany UK. England and Wales France  Czech Republic  Slovakis

aner 16,63

Fig. 21. Table with types of crime offences and highlighted indexes

F. Criminal offence indexes prediction

Our next page is focused on predictions. It allows users to
input state or more states and get prediction for type of crime
offence, which he can choose in filter.

Predictions are made for 5 years, we used ml.NET library
for forecasting. It allows us also to add confidence level
interval.

In statistical terms, a confidence level of 90 percent
implies that if we were to repeat the prediction process more
times, 90 percent of the final intervals would contain the true
value.

To set up the prediction, we allow the user to choose
parameters of prediction. The first parameter is the window
size. This parameter determines the size of the moving
window used for prediction calculations. The second
parameter is series length, where users can specify the length
of the time series data used for training the prediction model.
The third parameter is train size, which indicates the
proportion of the dataset used for training the prediction
model. Horizon defines the time horizon into the future for
which predictions are made. The last parameter is confidence
level, which will be shown in the chart.

Fig. 22. Prediction of multiple states

Fig. 23. Prediction of one state

G. Convicted crime data analyses

One of the significant components of the web application
is a module dedicated to convicted crimes, which processes
data and generates detailed reports on crime for a specific state
in a given period. These reports offer a comprehensive view
of the structure and extent of criminal activities, recording
their development and trends.

The created reports have a flexible structure that allows
users to dynamically filter data by type of crime and year. The
cornerstone of these reports is the Index of Convicted Crimes,
providing a normalized value of convictions per 100,000
inhabitants, enabling comparisons of criminality across
different states and tracking changes over time.

Additionally, the reports include various tables and graphs
that further support the analysis and understanding of crime
data. Therefore, this application represents a powerful tool not
only for legal and criminology professionals but also for the
public interested in issues of justice and security.

Comparison of convicted crime indexes per years

KrimiS

Fig. 24. Sample report of convicted crimes comparing the states of
France and Germany

H. Convicted Crime Offenses Data Prediction

This page is focused on predicting Convicted Crime
Offenses. It functions similarly to Criminal Offense Index
Prediction. It allows us to use the same parameters, and we
can build our own prediction model. These predictions can be
a powerful tool for data analysts who know how to set up the
model, providing valuable insights into convicted crime trends
within the data. Additionally, we have enabled the ability to
filter data by crime offense, allowing users to focus only on
the fields they are interested in.

— 474 -



Similarly to the Criminal Offense Index Prediction, this
page also offers the capability to compare convicted crime
trends across multiple states.

The advantages of using this prediction tool extend beyond
mere forecasting. By understanding convicted crime trends,
analysts can better allocate resources, devise preventive
measures, and inform policy decisions to address specific
criminal activities effectively.

Prediction Total crimes per years

Fig. 25. Prediction of robbery convicted crimes in the Czech Republic

1. Police forces analyses

Our web application offers users the capability to compare
or display counts of state police officers and civilians. On the
state detail page, we provide a subpage dedicated to police
forces, where users can access detailed counts over the years.
Similar to other datasets, this feature allows users to view
counts in both tables and charts, which are exportable.
Additionally, the page provides a table detailing the types of
police officers included in the counts, clarifying the
composition of the state's law enforcement personnel.

Moreover, our application includes a comparison feature
that compare civilian counts with police officer counts. This
comparison sheds light on the ratio of civilians to police
officers within each state, providing valuable insights into law
enforcement resource allocation and community-police
relations. By understanding this ratio, users can assess the
balance of law enforcement personnel and civilian population,
which can inform decisions regarding staffing levels, resource
distribution, and community engagement initiatives.

Civilians

KrimiS

Comparison of index of civilians per years

Fig. 26. Page showing civilians count in years in Belgium
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J. Export of reports

Recognizing the importance of comprehensive data
access, we've expanded our capabilities to include exporting
page in PDF format. This feature enhances users' experience
by allowing them to save and utilize visualizations beyond the
confines of the platform.

In addition to generating reports, our platform now
empowers users to seamlessly export visualizations, such as
graphs and maps, in PDF format. This functionality enables
users to retain and access visual data for future reference,
ensuring that insights can be revisited and shared with ease.

IV. PLANNED FEATURES OF THE SYSTEM FOR FUTURE
DEVELOPMENT

A. Incorporation of new data in the future

As part of our ongoing commitment to providing the most
up-to-date information, we plan to incorporate new crime data
as soon as it becomes available. This includes promptly
integrating newly published crime statistics and relevant
datasets to ensure that users have access to the latest
information for their analysis and decision-making processes.

B. Incorporation of data on the state of prisons

Another part, where the web application could be
expanded is data on the state of prisons.

When we think of prison, we imagine a guard place where
criminals serve their prison sentences, and the accused
undergo detention.

Such data would add a new dimension to the already
existing data in terms of the number of links in individual
countries and would enable another analytical dimension
interesting from the user's point of view.

From such data, we would allow users to create new
reports, also with normalized data.

Like the previous expansion, the data and system would
need to be supplemented with new parts of the application.

C. Global filtering and save of the filter

A very useful functionality of the system would be the
global use of filtering and the saving of such filters. We would
allow all logged in users on the site to save filters like this and
it would work as follows. The user would choose to use a
global filter, if such a filter were selected, then changes in the
filter of one subpage would also be reflected in other subpages
of the system, which would clearly simplify the use of the
system and make the system more user-friendly. In addition,
if it were a user with an account, he could save such a filter in
his saved filters, which would allow him to see these filters
after logging into the application again, and he could simply
select them again and use them again.

Another useful functionality of the use of filters could be
that if the user has saved filters, he could download individual
selected reports of the states he would like and already have
them filtered according to his requirements.

D. Implementation of authorization

Since the current system does not include authorization, it
is necessary to address this area as soon as possible. We would
like to resolve the authorization area using a standard
username and password method. After logging in, the user
will be allowed to view administrative pages that would allow
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modification of data in the database - their addition, deletion,
or modification. The system would thus be fully ready for
deployment even with administrative pages.

For regular users, we would like to add the possibility to
register and then authorize outside the administrative part of
the application. Such an account would allow, for example,
the storage of a filter, reports or other functionalities added
over time.

E. Administration for individual states

After adding authorization, it will be convenient to expand
the system with administration for individual countries. This
means that each country would have its own administrator
(instead of a global admin), who would secure data from his
country, prepare it and upload it to the system.

This extension would ensure a fully functional stand-alone
system for all countries, which would be very beneficial when
putting such a system into practice. The administration would
be simpler than from the point of view of a general global
administrator, and the responsibility for the validity of the data
would be taken by the administrator of the given country.

F. Interoperability with existing statistical systems

As mentioned, the proposed information system was
created to obtain, store and analyse large amount of data
interesting for public administration and other authorities
responsible for keeping safety of served population.
Therefore, the information system should provide its users
also with advanced and sophisticated tools based on data
analysis. One of possible ways of incorporating such features
consists in interoperability with existing software like Matlab
or many other. These systems usually offer different free API,
which can be used to extend our system. Su summarize it, this
could be one of directions the future development of our
information system should follow.

V. CONCLUSION

The development and implementation of the crime offence
page for Europe represent a significant step to understand
crime data in the Europe region. The page provides a platform
for accessing crime data, statistics, and reports, enabling users
to get valuable insights into the state of criminality in
European countries. The website offers many features, such as
the drug analysis tool, comparison of crime rates and indexes,
and country information, and the usability and relevance of the
page. By utilizing advanced technologies, the page offers a
valuable resource for policymakers, researchers, and the
public in making decisions, formulating effective strategies,
and addressing the challenges associated with crime. As the
page continues to evolve and expand, it has the potential to
contribute significantly to the field of crime monitoring and
prevention in Europe, ultimately making safer and more
secure societies.

As far as the future research directions are concerned, the
development of existing information system will continue by
incorporating several advanced statistical tools and solving
those issues that raise from users of the system or the business
community.
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Abstract— SQL language is a non-procedural language with
the defined statements and available clauses. Many times,
conditions and format of the output depend on the functions. In
this paper, Oracle relational database system (RDBMYS) is used.
Functions to be called are commonly defined in the PL/SQL,
consequencing in context switches necessity between the SQL
and PL/SQL environments. This paper deals with the various
techniques for defining functions to be used in SQL statements.
It provides an methodology for defining functions. For the
performance evaluation study, temporal conversion functions
are covered, focusing on the introduced SQL macro.

Keywords—function definition, SQL macro, context switch,
temporal database, Oracle

I. INTRODUCTION

Structured Query Language (SQL) is an important part of
the data processing. Today we can no longer imagine an
information system without data processing. Thus, the data
layer, proper modeling and data management is a crucial part
of the information technology. Over the decades, various
models, enhancements and normalization techniques were
proposed to ensure performance [6] [9]. Processing costs and
time demands are the most significant and key factors
influencing overall performance. It is evident, that the data
amount is still rising and such an expansion is exponential
[10].

Online Transaction Processing (OLTP) systems are
characterized by the data changes, which must be handled.
Thus, the focus is not only on the data retrieval, but also Insert,
Update and Delete operations. In contrast to that, Online
Analytical Processing (OLAP) is delimited by the data
analysis as a keyword meaning, that large data sets are
encapsulated by the complex analytically oriented queries.
The normalization process is not so strict in that case to focus
on the data retrieval process [4] [11].

In the context of the data processing and retrieval, SQL
language is used in relational databases. It is a non-procedural
language, consisting of various clauses (Select, From, Where,
Group By, Having [8]) specifying the formats and conditions
applied to the data to form the result set. User does not
specifies, how to get the data, data access techniques nor the
physical location of the data. All these aspects and tasks must
be done by the database, currently defined by the cost-based
approach [9]. The aim of the optimizer is to minimize the
costs, processing time and response and to maximize the
performance and throughput. When dealing with the data
retrieval, it is worth mentioning functions, which can be called
during the processing. Generally, function calls can be placed
in any clause. Although there are many functions available in
the database systems. In some database systems, like Oracle
Database, functions can be called even automatically, without
explicit user definition [6]. The reason is associated with the
data types and format conditions. Implicit conversions change
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the original data type to be applied in the condition or to pass
the requirements of the function calls. One way or another,
individual functions are defined by the procedural extension
of the SQL. Individual database systems have their own
approaches and names for the procedural language. For Oracle
Database, PL/SQL is used, as a bridge for building
anonymous blocks executing the code only once, procedures,
and functions, which can be optionally enclosed by the
packages.

As evident from the definition, procedural language
behaves differently compared to the SQL language.
Considering that, it is vital to optimize the functions to be
called from the SQL environment.

The aim of this paper is to provide the methodology for
dealing with the function calls in the SQL environments.
Various techniques and concepts are proposed, discussed and
evaluated, to optimize the performance. Since it is part of the
bigger project, the focus is done on the Oracle database.
Therefore, we do not focus on database technologies in
general, but emphasize a specific system. There are several
reasons for this decision. Firstly, Oracle Database is a most
complex systems and from the function definition perspective,
it provides the most robust solutions. It can limit context
switches and optimize the function for the SQL calling
environment very easily and efficiently. Besides, these
function results can be cached, if the function body is
deterministic, limiting the necessity to execute the function
with the same parameters multiple times [1] [2]. The
validation of the cached results is done automatically ensuring
that if the content of the function is changed, pre-stored data
are automatically flushed away.

Secondly, it shares and propagates SQL macros, which
encapsulate the code block directly in the SQL definition.
Thirdly, Oracle Database provides scalable databases
provisionable in Oracle Cloud Infrastructure characterized by
the availability domains, automated administration and
accessibility [1] [2]. Fourthly, it provides robust, complex and
user-friendly environment for the data analytics in the cloud
environment [14]. It forms an output of the Erasmus+ project
EverGreen focusing on the environmental data analysis.

Finally, data in the Oracle Database can be enhanced by
the data-driven applications placed directly on the data layer,
which can significantly reduce data transfer demands and thus,
significant performance improvements can be reached.

For the purposes of this paper temporal conversion
functions are discussed, pointing to creating function
definition management methodology. The data structure and
temporal layer optimization [5] [12] [13] must be done, when
dealing with the complex time evolving data [7].

The paper is structured as follows. Section 2 deals with the
procedural language definition summary. Section 3 discusses
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context switches and compilation optimizing function to be
primarily used in SQL. Section 4 points to the SQL macros.
Performance evaluation study of the temporal conversion
functions from MySQL to Oracle Database is present in
section 5.

II. PL/SQL CODE BLOCKS

PL/SQL je structured language forming code into code
blocks executing from the top. It combines the power of SQL
with procedural language. All the statements of the block are
passed to the engine at once, limiting the data transfer and
operations. It offers wider opportunities for identifying and
capturing exceptions. The block itself consists of the body,
which is mandatory, optionally enhanced by the exception
handler. Local variables are defined in the declaration section,
starting with the Declare keyword up to the beginning of the
content body. The body itself cannot be empty [11].

[DECLARE

Variable declaration; ]
BEGIN

Statements & commands;
[EXCEPTIONS

exception handlers; ]
END;
/

PL/SQL code can be used in SQL in form of the functions,
passing the following prerequisites [11]:

. the parameters and return value data type must be
recognizable in SQL,

. function cannot influence the transaction itself by
invoking transaction end explicitly or by using command,
which considers transaction end internally (like DDL
statements),

. cannot change the content of the table, from which
the function is called.

The syntax of the function is following:

CREATE [OR REPLACE] FUNCTION function_name
[( parameterl [ model ] datatypel,
parameter2 [ mode2 ] datatype2, ... )]
RETURN datatype
IS|AS
[ variable_name data_type [:=
init_value]; ]
BEGIN
statements;
RETURN expression;
[ EXCEPTION
WHEN exception_typel THEN

statements;
[WHEN ...]
1
END [function_name];
/

If the function is deterministic (the provided result directly
depend on the input parameters, by calling the function at any
time, the same results are provided), the results can be cached
in the instance memory.

To get the day element from the Date value, Extract
function can be used in RDBMS Oracle. In contrast, Day

function is used in MySQL. To make the migration smooth,
Day function must be defined in RDBMS Oracle, as well.
Particular function can be implemented in the following way:

CREATE OR REPLACE FUNCTION Day
(date_in Date)
RETURN varchar IS
BEGIN
RETURN extract(day from date_in);
END;
/

III. CONTEXT SWITCHES, USER DEFINED FUNCTIONS

Database code blocks are primarily intended to be used
and referenced in the PL/SQL environment. Many times,
Select statements are hidden behind the functions, evaluation,
constraints and application rules, too. Sure, the code can be
called from any position making it reusable [3] [11].
Furthermore, if the parameters are present and function is
deterministic, results can be cached. However, if the function
is called from the SQL environment, context switches are
present between SQL and PL/SQL environment. Context
switch is a mechanism for sharing system resources. PL/SQL
engine passes the SQL statement with the bind variable values
over the SQL engine, which evaluates that statement and
passes provided result set back to the PL/SQL engine for the
consecutive processing [11]. Analogously, if the function is
called from the SQL environment, context swich must be
present to provide PL/SQL engine to process the function and
provide results, which are then used for the query processing.
Generally, functions, which are directly bundled in RDBMS
are generally optimized for PL/SQL usage. Thus, to optimize
performance and reduce context switches, own functions must
be developed shifting the processing directly to the SQL.

When dealing with the system migrations over various
database systems, such a problem is even deeper. Namely,
each database uses its own dialect, own function names,
parameters and implementation. Code from one system cannot
be directly run on another and many conversions need to be
done [8] [9].

The pragma UDF navigates the compiler, that the function
will be primarily used in SQL statements. This definition can
improve performance of the SQL statements, however, if the
function will be used in PL/SQL, as well, processing cost
penalty would be present. Although such a pragma has been
introduced more than ten years ago (in Oracle 12c¢),
developers are not commonly aware of that and do not use that
option resulting in adding many context switches. In an
analytical environment, the overhead caused by the context
switches can be enormous.

As already stated, this paper deals with the temporal
functions, which are critical within the migration process
making the code immediately runnable.

The function compiled for the SQL usage can look like
following. Internally, it is treated as an inline function
embedded to the statement itself, but making it generally
available through the function name.

— 478 -



CREATE OR REPLACE FUNCTION Day
(date_in Date)
RETURN varchar
IS PRAGMA UDF;

BEGIN

RETURN extract(day from date_in);
END;
/

IV.  SQL MACRO

SQL macro is a PL/SQL function that returns SQL snippet,
which is then inserted directly to the SQL statement at the
beginning of its execution — even before the statement is
parsed. Thanks to that, hitting context switches is no longer
performance problem [11].

SQL macro looks very similar to the conventional
functions defined in PL/SQL. However, rather than
performing an action during the statement execution, the
action occurs directly during the query optimization. The code
substitution is done before executing the query to centralize
the functionality without the costs of the context switching.
Generally, table or scalar macros can be defined, but for the
purposes of temporal function management used during the
migration, only scalar functions are relevant.

Scalar type of SQL macro returns a piece of SQL text,
which results in a scalar value. It cannot have table arguments,
only scalar values are applicable.

For getting the day element extracted from the Date value,
SQL macro can be implemented this way:

CREATE OR REPLACE FUNCTION Day
(date_in Date)
RETURN varchar sql_macro(scalar) is
BEGIN

RETURN q'[extract( day from date_in )]°';
END;
/

Expand sql text procedure of the Dbms _utility package
lets you expand the statement, which will actually be carried
out. The function call will be replaced by the Extract function
call:

-- Original statement
... where Day(entry_date) = 'Sunday’;
-- Preprocessed statement
... where extract(day from entry_date)
= 'Sunday’;

V. PERFORMANCE EVALUATION STUDY

The data set of flight monitoring in European region was
used for the computational study. It consists of the positions
of the airplanes and individual flight parameters. The whole
flight is monitored over the whole journey starting from the
departure airport, taxi, take-off up to parking position on the
arrival airport. The data set consists of 5 million of rows. The
position of the aircraft itself is assigned to the Flight
Information Regions (FIRs) depicting entry and exit time. The
data set consists of 1000 rows for the FIR assignment. The
structure of the data set is shown in Fig. 1. To follow and
evaluate the flight efficiency, expected and real route are
recorded. When dealing with the FIRs, it is necessary to
highlight, that the borders of the FIR are not static, but can
evolve over time, forming the temporal database.
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"ECTRL ID","Sequence Number","AUA ID","Entry Time","Exit Time"
"186858226","1", "EGGXOCA", "01-06-2015 04:55:00","01-06-2015 ©5:57:51"
"186858226","2" ,"EISNCTA","01-06-2015 95:57:51","01-06-2015 06:28:00"
"186858226","3" ,"EGTTCTA","01-06-2015 06:28:00","01-06-2015 07:00:44"
"186858226","4","EGTTTCTA","91-06-2015 ©7:00:44","01-06-2015 97:11:45"
"186858226","5","EGTTICTA","91-06-2015 ©7:11:45","01-06-2015 @7:15:55"

e e e
.~

Fig. 1. Data Set.

The parameters of the server used for the evaluation are
following:

e Processor: AMD Ryzen 5 PRO 5650U, 2.30 GHz,
Radeon Graphics.

e Physical memory: Kingston, DDR4 type, 2x 32GB,
3200MHz, CL20.

e Storage repository: 2TB, NVMe disc type, PCle Gen3
x 4, 3500MB/s for read/write operations.

e Operating system: Windows Server 2022, x64.

¢ Database system: Oracle Database 23ai, release bundle
Oracle 23ai Free, Developer Release Version
23.2.0.0.0, Windows version.

Provided evaluation study models a migration process
from a MySQL to Oracle Database, pointing to the temporal
conversion functions. Tab. 1 shows the list of evaluated
functions. Each function was created in a conventional
PL/SQL environment, optimized using Pragma UDF clause
and SQL macro.

TABLE L.

Function name Description

LIST OF USED FUNCTIONS

CUR_DATE Provides current date and time values
using local client time zone.

NOW Gets current date and time of the server
(cloud).

DAY Extracts day element in anumerical
format extracted from the provided date
value (parameter of the function).

DAYNAME Produces the name of the day in an

English version format.

Provides a numerical representation of
the day highlighting the client territory
(whether the first day of the week is
Sunday or Monday).

Provides a numerical representation of
the day — the first day of the week is
strictly defined as Monday.

DAYOFWEEK SESSION

DAYOFWEEK GLOBAL

MONTH Provides a textual representation of the
month.

WEEK Gets a week number reference.

YEAR N Produces a numerical representation of
the year.

YEAR T Produces a textual representation of the
year.

FORMAT Gets the output in adefined format

(default' DD/MM/YYYY)).

For the evaluation, three function architectures and calls
were done. The first solution (SOLI) is areference and is
defined by the conventional approach defining function
directly in PL/SQL. The second solution (SOL2) emphasizes
shift and optimization for the SQL call using PRAGMA UDF.
The last solution (SOL3) points to the newly introduced SQL
macros. Compared to the original PL/SQL approaches, it
produces a content definition, which is deterministic and
directly embeddable in the query. The difference between
SOLI and SOL2 expresses the context switch impacts. The
complete limitation of the PL/SQL core environment is done
by SQL macro. The obtained results are shown in Tab. 2. Each
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function has been called 10 times for the whole position
monitoring data set. The shown values express the average
value for 10 experimental rounds. The last row expresses the
total sum value. The values are expressed in second format

(ss.ff).

TABLE II. PERFORMANCE RESULTS [SS.FF]

Function name Conventional Pragma SQL
function UDF macro
CUR_DATE 17.74 16.93 15.84
NOW 16.89 16.04 14.72
DAY 17.12 16.83 15.34
DAYNAME 17.65 16.34 15.92
DAYOFWEEK 16.99 16.21 14.08
SESSION
DAYOFWEEK 16.30 15.87 13.36
GLOBAL
MONTH 17.55 16.98 14.24
WEEK 17.24 16.70 13.99
YEAR N 16.75 15.92 13.86
YEAR T 17.44 16.84 14.31
FORMAT 21.04 17.12 16.62
TOTAL SUM 192.71 181.78 162.28

Most of the proposed functions reach almost the same
results, varying up to 8.83%. From the reached results, it can
be shown, that the resulting data type and format impact the
performance. Namely, comparing numerical and textual
representation of the Year function, the processing time
demand difference is 4.11% for conventional approach,
5.78%, if Pragma UDF is used and 3.25%, if SQL macro is
used. Similarly, the performance strongly depends on the
session or server reference, which can be shown either in
CUR_DATE and NOW function calls (the difference is 5.03%
for conventional function, 5.55% for Pragma UDF and 7.61%
for SQL macro) or by referring to the DA YOFWEEK function,
which can point to the server or client territory and National
Language Support (NLS) parameters. Namely, session
reference impacts additional 4.23% for conventional
approach, 2.14%, if function is optimized for SQL call using
Pragma UDF and 5.39% for SQL macro. Always, server side
reference  provides better performance.  Graphical
representation of the results is in Fig. 2.

Overall, considering these three solutions by the total sum,
conventional function requires 192.71 seconds, while Pragma
UDF takes only 181.78 seconds. Thus, the context switches
requires 10.93 seconds, which impacts more than 5.67% of the
overall processing. SQL macro provides the best solution, the
total processing time demands are significantly lowered by
15.78%, which is physically expressed by more than 30
seconds (referencing conventional function) and 19.5 seconds
(making UDF reference).

Processing time [ss.ff]

25

20
0 ‘ ‘ | ‘ ‘ |
<>v & é“

-

[
o

o

o DI
\ ol Q‘ N
& é‘x & & s ‘0" & &
o & &

K )

O A

F &

M Conventional function M Pragma UDF B SQL macro
Fig. 2. Results — individual operations

The reached results in a graphical form are depicted in
Fig. 3.

Processing time [ss.ff]

SQL macro 162.28

Pragma UDF 181.78

140 150 160 170 180 120 200

Fig. 3. Results — total sum

Fig. 4 shows the scalability of the solution. Based on the
results, the impacts on the performance is almost linear for
conventional and UDF function. With the increase in size of
the date set, differences between the performance are more
and more significant. For example, referring to the 500 million
of rows, the context switches delimit 484.81 seconds,
expressing  10.04%. Considering SQL macro, the
improvement compared to conventional approach expresses
27.11%. By referencing UDF function, an reached
improvement is 18.98%. Conversely, if the data set size is
small, although there are performance differences, they are
minimal and not as impactful.
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Fig. 4. Results — Scalability

VI. CONCLUSIONS

Data analysis is an inseparable part of the information
systems. Reports, statistics and complex data analytics need to
be provided to ensure proper decision-making, optimizing
resources, consumption and last but not least, the overall
performance of the system. When dealing with the data
analysis, it is always worth mentioning SQL environment
providing language for the relational data manipulation. Even
in non-relational databases and big data concepts, the core part
of the relational theory and SQL extensions are always
present.

When dealing with the data processing and data
management, functions are used for conditions and output
formatting. They are commonly coded in procedural
language, for RDBMS Oracle, PL/SQL is used. Regardless of
the database system used, there are two environments — SQL
on one hand and procedural on the other, requiring to switch
between them. Such a context switch can significantly impact
the performance of the queries. When the data sets to be
handled are big, the problem is even deeper. Based on the
proposed peformance study, more than 5% of the query
processing can be devoted to the context switch for only one
function reference. If the query required multiple function
calls, or the parameters themselves depended on the result of
the function, the performance would be significantly affected
and the system could easily degrade.

This paper deals with the various concepts of function
definitions and emphasizing calls in SQL environment. A
newly introduced SQL macro provides the best performance.
Based on the computational study, total demands are reduced
by more than 15%.

In the future research, we will emphasize not only
processing time, but also the server resource consumptions
and overall costs. We will also focus on index structures
incorporating functions, function result caching, as well as
SQL macro used as a data source (considering tabular SQL
macro).
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Abstract— The environment is under severe threat from
climate change, pollution, deforestation and biodiversity loss.
Addressing these challenges requires collecting and analysing
environmental data to gain actionable insights. This paper
explores the use of Oracle Analytics Cloud (OAC) to analyse
data from the World Ocean Database (WOD), a comprehensive
collection of oceanographic data. By converting the WOD data
from its native netCDF format to CSV, we show how OAC can
be used to access, prepare and visualize this data. The study
highlights the potential of cloud-based analytics platforms to
better understand oceanographic trends and support informed
decision-making in marine science.

Keywords—data analytics, environmental data, world ocean
database

L. INTRODUCTION

The environment is under unprecedented threat from
climate change, pollution, deforestation and biodiversity loss.
To combat these problems effectively, it is crucial to collect
and analyse environmental data in order to gain actionable
insights. Publishing this data ensures transparency and enables
a collaborative approach to solving environmental problems.
This requires not only qualified experts in data analysis, but
also efficient software tools to process and interpret large
amounts of data. The Erasmus+ Evergreen project aims to
address both environmental challenges and the lack of data
analysis professionals by promoting education and
collaboration in this area.

To showcase the use of open environmental data analytics
and its benefits for teachers and students, a dataset from the
Oracle Open Data platform was selected to be used for a case
study of the Erasmus+ Evergreen project. Oracle Open Data
is a free repository of scientifically relevant datasets from
trusted sources, aimed at researchers, educators, data scientists
and analysts. It provides access to a variety of datasets,
including genomic, climate, AI/ML and other public datasets
from institutions such as NASA, DeepMind and Stanford [1],
[2]. Among others, the World Ocean Database (WOD) dataset
is available on the Oracle Open Data platform.

This paper focuses on using Oracle Analytics Cloud
(OAC) to unlock the potential of WOD and provides valuable
insights into accessing, transforming and analysing this vast
dataset. The integration of WOD with OAC involves several
key steps, starting with the retrieval of data from Oracle Open
Data. Given the complexity and scale of the WOD, the data
must be converted from its original netCDF format to an
OAC-compatible format such as CSV. This conversion

979-8-3503-8768-1/24/$31.00 ©2024 IEEE

process is crucial for the subsequent steps of data import,
preparation and visualization in OAC.

In today’s data-driven world, processing and analysing
environmental data faces significant challenges due to the
scale and heterogeneity of the data sets involved. Advanced
platforms such as Oracle Analytics Cloud (OAC) enable the
integration and analysis of these large datasets in real time and
provide practical solutions for researchers and decision
makers in the field of environmental studies. The main
objective of this paper is to demonstrate the practical
applications of such cloud-based platforms in environmental
data analysis and how these technologies can improve the
accessibility and visualisation of data. Although this work is
aimed at a broad audience — including researchers, analysts,
lecturers and students — its main objective is to promote the
principles and benefits of environmental data analytics and to
show how these platforms can be applied in practise.

II.  RELATED WORKS

The integration of big data analytics into environmental
and urban research has made considerable progress in recent
years. The development of frameworks such as CityPulse,
which utilises big data analytics for smart cities, demonstrates
the importance of handling diverse data sets from IoT
infrastructures, social media streams and sensor networks.
CityPulse overcomes challenges such as data heterogeneity,
velocity and uncertainty by integrating different data sources
to provide smart city services such as traffic and pollution
monitoring [3].

In the environmental field, big data analytics has helped to
address the problem of air pollution. For example, [4]
developed a hybrid ARIMA neural network model augmented
by optimisation algorithms to monitor and predict air quality
using real-time data. This demonstrated the power of machine
learning in processing large data sets and making accurate
predictions [4]. In water management, big data analytics was
applied to transboundary aquifers in southern Africa to model
groundwater levels and support sustainable water use. This
approach uses remote sensing data and machine learning
algorithms to analyse groundwater data with spatial and
temporal complexity [5].

Furthermore, [6] emphasises the role of big data in
mitigating climate change by using machine learning for
predictive modelling and trend analysis in environmental
systems. These technologies help to monitor biodiversity,
water quality and pollution levels and provide important
insights for urban planning and environmental policy [6], [7].
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Overall, the application of big data analytics to
environmental management and urban systems is
transforming decision-making processes by enabling real-
time monitoring, prediction and optimisation. However, the
integration of different types of data, computational
challenges and the need for advanced algorithms still pose
significant hurdles [8], [9].

The exponential growth of environmental data has led to
the development of several powerful tools and platforms
tailored to process large and complex data sets. Tools such as
Hadoop and Spark have become an integral part of the
environmental data analytics landscape due to their ability to
process large amounts of data quickly and efficiently. Hadoop,
with its distributed storage and MapReduce processing model,
is particularly useful for big data storage and batch processing,
making it suitable for processing heterogeneous
environmental data from various sources such as satellite
observations, IoT sensors and climate modelling [9]. Spark,
on the other hand, is favoured for its speed and in-memory
processing capabilities, which are crucial for analysing
environmental data in real time and for iterative machine
learning tasks [8].

Other tools such as Python and R, which are equipped with
extensive libraries for data manipulation and visualisation
(e.g. Pandas, TensorFlow, ggplot2), are commonly used in
scientific research for tasks such as air quality prediction,
climate trend analysis and biodiversity monitoring (Vir6).
More specialised tools such as KNIME and RapidMiner offer
user-friendly interfaces and the integration of various machine
learning algorithms that allow researchers to create complex
data workflows without extensive programming knowledge
[8]. These tools are crucial for transforming raw
environmental data into actionable insights that support
decision-making in areas such as urban planning, climate
adaptation and resource management.

In addition to tools such as Hadoop, Spark and KNIME,
Oracle Analytics Cloud (OAC) provides a robust platform for
processing and analysing large-scale environmental data.
OAC integrates advanced analytics, machine learning and
data visualisation in a cloud-native environment, enabling
efficient data transformation and real-time insights. Its ability
to process diverse data sets, such as those used in
environmental monitoring or urban systems analysis, makes it
a valuable tool for researchers working with complex,
heterogeneous data. Thanks to its flexibility and scalability,
the platform is particularly suitable for analysing large
datasets such as oceanographic or climatic data, enabling
better decision making and resource management [10].

III.  'WORLD OCEAN DATABASE

The World Ocean Database (WOD) is a comprehensive
collection of scientifically quality-controlled ocean profile
and plankton data. It includes measurements of various
oceanographic variables such as temperature, salinity,
oxygen, phosphate, nitrate, silicate, chlorophyll, alkalinity,
pH, pCO2, TCO2, Tritium, Al3Carbon, Al4Carbon,
A180xygen, Freon, Helium, A3Helium, Neon, and plankton
[11]. This extensive dataset is crucial for understanding and
monitoring the state of our oceans.

For data analysts, the WOD provides a rich source of high-
quality, standardized data that can be used for various
analytical  purposes, including climate modeling,
environmental impact assessments and marine ecosystem
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studies. As explained in [11], the database contains 20,547
different data sets from 216,845 oceanographic cruises on
8,215 different platforms. It contains 3.56 billion individual
profile measurements, including 1.95 billion temperature
measurements, 1.13 billion salinity measurements and 260
million oxygen measurements. The availability of quality
flags and metadata ensures the reliability and reproducibility
of the analyses, making the WOD an invaluable resource for
scientific research and data-driven decision-making. The data,
stored in netCDF-4 format, covers a historical period from
1792 to 2021 and provides invaluable insights into oceanic
conditions over time.

In the WOD, the data is organized as follows: A profile is
a set of measurements for a single variable at different depths.
A cast includes one or more profiles taken at the same time,
together with other data such as meteorological
measurements. A station is a specific location where casts are
taken. A cruise is the deployment of a platform for
oceanographic research, identified by a unique cruise number
and country code. Data sets that are archived at the NCEI are
assigned an access number. Finally, a WOD dataset combines
similar data types, which are stored in separate files for
convenience.

WOD divides the data into different data sets depending
on the type of data collection. For example, bottle data and
low-resolution casts are grouped together, while high-
resolution conductivity, temperature and depth data are stored
separately due to their size. Each dataset is identified by a
three-letter notation. For our analysis, we used the Ocean
Station Data (OSD) dataset, which focuses specifically on
surface temperature measurements. This dataset includes low-
resolution conductivity, temperature and depth data, bottle
data and plankton measurements and provides a
comprehensive overview of oceanographic conditions.

A. NetCDF — Network Common Data Format

Scientific data is often stored in files because they are easy
to manage, transfer and share. These files are structured and
contain metadata to describe the data. There are numerous file
formats, such as HDFS5, netCDF4 and Zarr, each developed
for specific tasks. In the case of the World Ocean Database,
the netCDF4 (NC) format is used [12].

HDFS5, the Hierarchical Data Format 5, is a file format
designed for the organized storage of large amounts of data.
NetCDF4 is a file format for storing array-oriented data,
characterized by the file extension .nc. It uses a similar
structure to HDF5, with groups containing other groups or
variables. Unlike HDF5 datasets, netCDF4 variables cannot
be resized after their creation, but they can be declared with
an unlimited size in a given dimension [13]. As a self-
describing format, netCDF4 contains metadata for both
groups and variables.

IV.  METHODOLOGY

WOD data was retrieved from the Oracle Open Data
platform. This dataset includes various oceanographic
measurements such as temperature, salinity and oxygen
content. Various tools were tested to examine the netCDF
files, but many were unsuccessful due to the complexity of the
WOD files. The WOD data, originally in netCDF format, was
converted to CSV format using Python scripts. In this step, the
relevant data was extracted, cleaned and converted into a
format that is compatible with OAC. Rows with missing
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temperature data or incorrect date formats were excluded to
ensure data quality.

The transformed data was uploaded to Oracle Cloud
Infrastructure (OCI) for secure storage. OCI’s object storage
service was used to create a bucket called WOD where all raw
data was stored. The cleaned data was imported into an
autonomous transaction processing database within OCI to
enable efficient data management and retrieval for subsequent
analysis in OAC. A connection was established between OAC
and the OCI database using a wallet for secure access. The
dataset from the database table was then defined via this
connection. Various visualizations were created in OAC to
explore the oceanographic data. OAC’s advanced Al-based
tools, such as Auto Insights and Explain options, were used to
further explore the data. These tools automatically identified
and highlighted key patterns and trends to improve the
decision-making process.

A. Examining and Converting the NetCDF file

The integration of WOD with OAC involves several
important steps, starting with the retrieval of data from Oracle
Open Data. Given the complexity and volume of the WOD,
the data must be converted from its native netCDF format to
an OAC-compatible format such as CSV. This conversion
process is crucial for the subsequent steps of data import,
preparation and visualization in OAC. Several challenges
were encountered during this process and solutions were
implemented to overcome them, including the use of Python
scripts for data extraction and cleaning.

First, an attempt was made to examine the netCDF file
using HDFView 2.11 for Linux (Kubuntu 22.04 operating
system). Although HDFView worked properly with the
sample data, the tool did not recognize the file format despite
registering the netCDF file format. In the next attempt,
ncdump was used under Linux, which was able to print the
structure (dimensions, variables) and the raw data. Therefore,
we used ncview, a tool which can create simple diagrams of
variables but is not able to handle more complex data
structures such as WOD files. Hexdump under Linux did not
deliver any useful results either.

Due to the failures of using tools in a Linux environment,
we decided to use the web-based viewer and the Ocean Data
View software. Despite the initial promising information
about the ability to use C++ and Java APIs, there was a lot of
excitement due to the need to install a 64-bit version of Qt 5
(which is notoriously buggy and version-dependent) or read
an extensive Java manual to develop the app. Furthermore,
despite following the instructions to install (extract) the files,
there was no success.

It was therefore decided to check sample programs on the
Oracle Open Data website. The first attempt to use Fortran
resulted in a segmentation fault runtime error. The attempt to
use the wodSURF program was also unsuccessful.

There was a successful attempt to represent the data
structure with Matlab and R, but the file was too complex to
process with either tool.

After preparing the environment (plugins and libraries in
Apache NetBeans), an example provided by [1] was used to
process sea surface temperature data. Several changes were
made to the sample Python program (e.g. different data
sources, saving the data frame as a .csv file and creating a
map). Finally, the modified program displayed a map of the

average sea surface temperature measurements. It also created
the text file with the required surface temperature data (cast,
lat, lon, time, temperature row_size and avg_value), while
excluding rows with missing temperature data or incorrect
date format. For convenience, the Jupiter Lab workbook was
used instead of Apache NetBeans for the final extraction of
the data.

V. DATA ANALYSIS WITH ORACLE ANALYTICS CLOUD

Once the data had been successfully extracted from Oracle
Open Data and converted into a compatible format, it was
uploaded to Oracle Cloud Infrastructure (OCI) for secure
storage. OCI’s Object Storage Service was used to create a
bucket called WOD where all the raw data was stored. The
visibility of this bucket was set to public to allow free access
to the data.

The next step was to clean and prepare the data for
analysis. This involved ensuring that the CSV files contained
the correct headers and that the data was formatted correctly.
The cleaned data was then imported into an autonomous
transaction processing database within OCI, which enabled
efficient data management and retrieval for subsequent
analysis in OAC.

A connection was established between OAC and the OCI
database using a wallet for secure access. The connection was
used to define the dataset from the database table. Several
changes were made to the dataset to enable smoother analysis.
Firstly, the latitude and longitude were defined as locations,
secondly, climate zones were defined based on the latitude, as
shown in Figure 1.

Various visualizations were created in OAC to examine
the oceanographic data. These visualizations include maps of
measurement locations, average temperature trends over time,
and analyses of temperature variations in different climate
zones, as shown in the rows below. After the dataset was
completed, the first visualization of the average sea
temperature over the years was created. As this visualization
was not very meaningful, the second visualization showing
the monthly average temperatures over the years was added to
the canvas (Figure 2).

Apart from the clear indication that the average
temperatures increase in summer, the visualizations do not
provide any further valuable insights. It was therefore decided
to investigate the locations where the measurements were
taken. Due to the extreme size of the dataset, it is not possible
to display all locations on a single map (OAC requires the
addition of filters). Therefore, the display of measurements
was filtered to the period from 2001 to 2021. The map of
measurements indicating the average temperature and the map
of measurements by year are shown on the 2001 map in Figure

o)
J.
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Fig. 1. Extended dataset with sea surface temperatures
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Fig. 2. Canvas with average temperatures over the years

Map of measurements taken from 2001 to 2021, indicated by average temperature
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Fig. 3. Locations of measurements taken between 2001 and 2021

Our analyses further focused on the period between 2011
and 2021, based on climate zones. As expected, the lowest
average temperatures were measured in the polar climate
zone. Since the average temperature in the polar climate zone
increased significantly in 2016 compared to other years
(Figure 4), we wanted to find out whether the reason for this
lies in the location of the measurements. We therefore
supplemented the map of measurement locations in the polar
zone by year, as shown in Figure 4.

/
\L//\/”\/\/

Map of measurements 2001-2021 by years
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.
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Since global warming of the oceans is a hot topic, we
wanted to find locations where data was collected over several
years to show the actual warming. To identify the most
frequently measured fixed locations over the years, we created
a table with the selection of locations and filtered the number
of measurements to over 10,000. This allowed us to identify
seven locations, all located in the Baltic Sea, shown in Figure
3.

— 485 -



R. Leskovar et al. ® Transforming and Analysing Oceanographic Data with Oracle Analytics Cloud: Insights from th...

Average ocean temperature by ClimateZone Map o

TIME (vear

Fig. 4. Temperatures in the polar zone and measurement locations

Spots with more than 10.000 measurements
COUNT AVGVALUE 2 10.000

__ ot
@)
. @ @
L @’ @

Spots with more than 10,000 measurements

COUNT AVG VALUE:2 10.000

il

ERp s
125z 12510808 =

1033333

Fig. 5. Locations with over 10,000 measurements

The average temperature over the years was also included
in the list of the best-measured locations. Since the
measurements were only taken from 1900 to 1957, our
visualization cannot confirm the global warming of the
oceans. Instead, we have focused on the locations for which
measurements are available up to the present day. We limited
the data to the southern part of the Adriatic Sea due to the
location (the filter was set to 45° in the north, 40.5° in the
south, 15° in the west and 20° in the east). Figure 6 shows the
average annual temperature in the southern Adriatic and a map
of the measurements taken.

OAC offers an advanced option to use the visualization
data as a filter for another visualization. Figure 7 shows the
year 1984 selected in the first visualization and the

corresponding map of measurements taken in that year in the
lower part of the canvas.

OAC also offers an advanced Al-based tool which can be
used to examine the data. When the Auto Insights option is
selected, OAC provides examples of visualizations for the
entire dataset, while the Explain option provides feedback
based on the selected measure. Figure 8 shows two
visualizations suggested by the Auto Insights and Explain
options The Auto Insights option in Oracle Analytics Cloud
(OACQC) is useful because it automatically identifies and
highlights important patterns and trends in your data, saving
time and improving decision-making.
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Fig. 8. Visualizations based on the Auto Insights optio

VI. CONCLUSIONS retrieve, transform and analyse oceanographic data and
This study successfully demonstrates the application of highlights the challenges and solutions encountered during the
Oracle Analytics Cloud (OAC) to the World Ocean Database Pprocess.

(WOD) and provides a comprehensive overview for The integration of WOD with OAC not only facilitated the
researchers and analysts. The paper describes the steps to  effective visualization and analysis of large oceanographic
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datasets, but also highlighted the potential of cloud-based
analysis platforms in scientific research. By making large
datasets more accessible and usable, this approach can
improve the understanding of oceanographic trends and
support informed decision-making in marine research. Future
work could focus on expanding the scope of the analysis to
include additional parameters from the WOD and exploring
the use of advanced analytical techniques to gain deeper
insights into oceanic conditions.

Finally, the paper has shown how Oracle Analytics Cloud
and similar platforms can facilitate the integration and
analysis of environmental data. While the focus has been on
practical applications, the results highlight the broader
potential of these tools for environmental research. Platforms
such as OAC provide robust solutions for researchers and
analysts working with large, complex datasets and enhance
data processing and visualisation capabilities. In addition,
their accessibility and flexibility also make them valuable in
education, where students and teachers can gain hands-on
experience with advanced data analysis tools. In the future, we
aim to address more specific environmental problems and
make a deeper scientific contribution while continuing to
promote the practical benefits of these platforms.
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Performance Testing of Intelligent Data Layer
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Abstract— With the growing popularity of Object-
Realational Mapping (ORM) Frameworks, the performance
requirements of the applications that implement them are also
growing. Thus, it is necessary to examine whether our proposed
Intelligent Data Layer (IDL) can handle application requests
efficiently enough compared to conventional ORM Framework
implementations. Thus, an environment has been created to
simulate the behavior of the application on a production server.
From the queries performed and the data collected, it will then
be evaluated whether IDL is suitable for use in a production
environment and how much of an asset it can be in a practical
environment.

Keywords— database application architecture, ORM and
performance of data layer, entity joining

I.  INTRODUCTION

As the need to create new digital services grows, so does
the need to accelerate their development. For this purpose,
various tools are being created, and these tools inseparably
include object-relational mapping technologies called ORM
frameworks.

These serve as a communication layer between the
application and the database system. At the same time, they
also serve as an abstraction layer to shield the database system
in use and to provide a simple interface that allows the
developer to have almost no database knowledge and still
develop database-dependent applications. However, with the
implementation of such an abstraction comes all sorts of
performance issues, which are the focus of this paper [2], [5],

(6], [9], [11].

As part of our long-term research, we have designed and
previously validated an Intelligent Data Layer to help
developers optimize data access when using the ORM
Framework. Now we have reached the stage where we need
to verify that IDL is usable in practice. In order to decide if
our IDL is usable in practice, we had to build an experiment
that should be as close as possible to a commonly used
production environment.

The IDL performance testing was performed on the same
hardware on which the IDL architecture was built. The data
layer of the backend system of a commercial entity dedicated
to the development and operation of an IPTV platform serves
as the main case study for this work. Currently, it manages
around 150,000 end devices on this backend layer, which are
asking for new data at periodic times and the current solution
with ORM has insufficient performance.

This backend system manages individual operators, paid
services, content sources and last but not least takes care of
data distribution for the devices. To diagnose the problem, a
minimalist model of the relational database was developed by
dropping information from the model that is not critical and
does not affect the eventual data retrieval [8].

979-8-3503-8768-1/24/$31.00 ©2024 IEEE
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In this study, the relational database is connected to the
application layer using the Doctrine ORM framework. This
framework is used here to a very limited extent and is basically
used only for basic operations that a regular database allows.
The entire data layer solution is encapsulated in a model layer
consisting of a "query system", repositories and service
components. The model layer was designed in this way to
allow a developer who does not have primary knowledge of
databases to participate in the development.

However, the ORM framework was also left with a fairly
fundamental responsibility. Namely, that of converting
relational data into objects and vice versa. The operations that
are performed through ORM are then the creation,
modification and deletion of entities. Joining entities and other
operations on entities are performed at the repository and
model layer level. This model layer, thanks to the
implemented query system, makes it relatively easy to filter
the required data, sort this data and join the data through a
specially implemented relational interface.

II. ENVIRONMENTAL CONDITIONS FOR EXPERIMENTS

The relational database model from the article Design of
Data Access Architecture using ORM Framework was used
for the experiments [8].

The relational database for performance testing contained
the same data that had been used previously for index or
partitioning experiments. An attempt was made to keep the
environment as similar as possible so that it would be easier
to decide on the effectiveness of IDL. No special operations
were needed to modify or change the data in any way. The
following table shows all the database tables and the number
of rows they contain for the experiment [1], [6], [7], [10].

TABLE L. NUMBER OF ROWS IN EACH DATABASE TABLE
Table Number of Rows

brand 36

device type 3

device_profile 4

operator 10

subscriber 311.847

device 1.480.661

The original experiment did not need to be modified in any
way to perform this work. It was taken exactly as previously.
However, within this work, stress tests were performed to
reveal whether or not IDL is usable in practice or directly in a
production environment.[12]

As in previous experiments, four models were used and
subjected to testing, it means firstly native SQL query through
ORM, ORM and Lazy loading, ORM and Eager loading and
the last model ORM and implemented IDL. For performance
testing, however, it was necessary to test a varying number of
web workers.
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Therefore, we performed testing with the following
configuration:

e 2 web workers + 2 php-fpm processes
® 4 web workers + 4 php-fpm processes
e 8 web workers + 8 php-fpm processes
e 16 web workers + 16 php-fpm processes
e 32 web workers + 32 php-fpm processes
e 64 web workers + 64 php-fpm processes

Next, the numbers of expected results were determined so
that it could be decided whether IDL is worthwhile for smaller
or larger datasets. The result thresholds were therefore set at
10, 100, 1.000, 10,000 and 100.000 results.

These configurations and limits were chosen entirely
experimentally. In the end, it will be evaluated which of the
configurations was the most ideal for the hardware used and
whether IDL is worthwhile for these limits.

The combinations were also chosen to verify how IDL
behaves in the case of "less" server load and then in the case
of extreme server load, when for example CPU cores are no
longer available and processes have to "compete" for system
resources. [4], [5]

A previously published experiment served as the core of
our current experiment. Where information from the device,
device profile, device type, brand, subscriber and operator
tables are combined within the output.

This information is then converted into JSON and returned
to the user. For the purpose of this experiment, the query was
extended to limit the output data even further.

Native SQL query:

SELECT d.id AS device_id,

d.name AS device_name,

d.mac_address, dp.name AS device_profile name,
dt.name AS device_type name,

d.last_start, br.name AS brand name,

CONCAT WS('', s.name, s.surname) AS subscriber _name,
o.name AS operator_name

FROM device d

LEFT JOIN device_profile dp

ON d.device_profile id = dp.id

LEFT JOIN device_type dt

ON d.device_type_id = dt.id

LEFT JOIN brand br

ON br.id = d.brand _id

LEFT JOIN subscriber s

ON d.subscriber_id = s.id

LEFT JOIN operator o

ON s.operator_id = o.id;

As part of the experiment, it was then necessary to prepare
an application for simulating clients. The client was built in
JAVA. Using JAVA Thread we created 512 threads to
simulate user queries. We synchronized these threads using
CylicBarrier so that they start querying the target web server
at the same time.

We then started collecting data about the queries made,
which was inserted into the response headers on the Symfony

side. To collect statistical data, we needed to create a custom
EventListener on the Symfony side, which ran the necessary
timers after the request started and then collected statistics on
the SQL queries executed. We then read these headers within
the test JAVA application and compiled the aggregated
statistics below.

The following statistics were transmitted within the
headers memory peak in MB, query processing time on
Symfony side, number of executed SQL queries, number of
unique SQL queries, total query time and answer size in kB.

On the JAVA application side, the total request time was
also monitored. This time was measured from the initiation of
the request to the web server, to the reading of the complete
response. Measured time also included the time consumed by
the request waiting for the server workers to be released, as
well as the time it took to transfer the data.

When evaluating the performance of a database
application, it is crucial to track various metrics that provide a
comprehensive view of its efficiency and reliability.

Request time [ms] (RT) is an essential metric that
measures the total time from query initiation to retrieval of all
data. This metric directly affects user satisfaction and can be
an indicator of the overall effectiveness of the system.

Execution time [ms] (ET) focuses on the time it takes to
execute a query on the server, which helps to identify potential
problems on the server side, such as inefficient algorithms or
insufficient resources.

Memory Peak [MB] (MP) tracks the maximum memory
usage by the PHP process, which is important for efficient
resource management and preventing memory problems that
can lead to application crashes.

Number of Database Queries (Q) shows how many queries
have been executed, and a smaller number usually means
more efficient processing and less load on the database. This
is important for optimizing performance and reducing latency.

Number of Different Queries (DQ) measures the number
of unique queries, which can indicate how well the application
is optimized for cache utilization, which is key to improving
response speed.

Query Time [ms] (QT) provides an overview of the total
time it takes to process queries, which is important for
identifying whether queries or the database server needs to be
optimized.

The QT/ET ratio is useful for determining whether the
application or the database is causing the delay, and an ideal
value of around 0.5 indicates balanced processing.

The Number of Requests per second (Req./s) shows how
many requests an application can process per second, which is
key to its scalability and ability to handle high load.

Together, these metrics provide a comprehensive picture
of application performance and allow you to identify areas that
require optimization.

Measuring these metrics is essential to ensure high
performance and reliability of the database application, which
is key to its successful deployment in a production
environment.
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TABLE VL
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"Request time" and "Requests per second" were selected

as the most important performance indicators for each
experiment. These are visualized in the following graphs.
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IV. DISCUSSION OF RESULTS
Overall evaluation of 2 NGINX WORKERS and 2 PHP-
FPM PROCESSES
Native Query:
e [t has the lowest number of queries (Q) and

miscellaneous queries (DQ), indicating efficient use
of queries.

e [tachieves the highest number of requests per second
(Req./s) in most cases, indicating high efficiency.

e It has relatively low Query Time (QT) and QT/ET
ratio, indicating efficient query processing.

Lazy Loading:

e [t has a high number of queries (Q), which may lead
to higher load on the database and longer processing
time.

e Significantly higher memory peak (MP) and
execution time (ET) for larger datasets, indicating that
it is not suitable for large volumes of data.

e Low requests per second (Req./s) for larger datasets,
indicating lower efficiency.

Eager Loading:

e Has a lower number of queries (Q) than Lazy
Loading, which may lead to better efficiency.

e Medium performance between Native Query and
Lazy Loading, but with higher memory requirements.

e  The QT/ET ratio is relatively low, indicating efficient
query processing.
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IDL:

e It has a balanced number of queries (Q) and
miscellaneous queries (DQ), which can be a trade-off
between Lazy and Eager Loading.

e [t achieves better performance than Lazy Loading,
especially for larger datasets.

e The QT/ET ratio is low, indicating efficient query
processing.

For small datasets (e.g., 10 and 100 rows): Native Query
is the most efficient choice due to its low processing time and
high number of requests per second.

For medium datasets (e.g., 1,000 rows): Eager Loading
and IDL offer a good compromise between performance and
memory requirements.

For large datasets (e.g., 10,000 and 100,000 rows): Native
Query remains the most efficient, but due to the use of ORM,
IDL is a good alternative if performance and memory
requirements need to be balanced.

B. Overall evaluation of 4 NGINX WORKERS and 4 PHP-
FPM PROCESSES
Native Query:
e Requests per second (Req./s): Significantly higher in

all cases, indicating an improvement in overall
processing performance and efficiency.

e Query Time (QT): Slightly lower, contributing to a
better QT/ET ratio and higher efficiency.

Lazy Loading:

e Number of requests per second (Req./s): Significantly
higher for smaller datasets, indicating an
improvement in performance, but still remains low for
larger datasets.

e Execution Time (ET): Increased for larger datasets,
still indicating unsuitability for large data volumes.

Eager Loading:

e Requests per second (Req./s): Significantly higher for
all dataset sizes, indicating improved performance.

e Execution Time (ET): Slightly
contributing to better efficiency.

IDL:

improved,

e Requests per second (Req./s): Significantly higher,
especially for larger datasets, indicating improved
performance and efficiency.

e Execution Time (ET): Slightly
contributing to better efficiency.

improved,

Overall, there is an improvement in performance for all
methods, especially Native Query and Eager Loading, which
now achieve higher requests per second. Lazy Loading still
remains unsuitable for large volumes of data, but shows
improvement for smaller datasets. IDL shows significant
performance improvements, making it a suitable alternative
for different dataset sizes.

C. Overall evaluation of 8 NGINX WORKERS and 8 PHP-
FPM PROCESSES

Native Query:

e Requests per second (Req./s): Even higher than
before, indicating further performance improvements.

e Query Time (QT): Slightly higher, but still maintains
an effective QT/ET ratio.

Lazy Loading:

e Requests per second (Req./s): Improvement for
smaller datasets is more pronounced, but performance
remains low for larger datasets.

e Execution Time (ET): Significantly higher for larger
datasets, confirming unsuitability for large data
volumes.

Eager Loading:

e Requests per second (Req./s): Significant
performance improvement for all dataset sizes, a
positive change.

e Execution Time (ET): Slightly improved,
contributing to better efficiency.

IDL:

e Requests per second (Req./s): Significant
improvement, especially for larger datasets,
indicating better performance than before.

e Execution Time (ET): Slightly improved,

contributing to better efficiency.

Overall, there has been a further improvement in
performance for all methods, especially Native Query, which
now achieves even higher requests per second. Lazy Loading
still remains unsuitable for large volumes of data, but shows
more significant improvements for smaller datasets. Eager
Loading and IDL show further performance improvements,
making them even more suitable alternatives for different
dataset sizes.

D. Overall evaluation of 16 NGINX WORKERS and 16
PHP-FPM PROCESSES

Native Query:

e Requests per second (Req./s): Slightly lower for
larger datasets, but still very high for smaller datasets.
Performance remains strong, although there has been
a slight decrease for the largest datasets.

e Query Time (QT): Increase in QT/ET for larger
datasets, indicating that processing efficiency has
decreased slightly.

Lazy Loading:

e Requests per second (Req./s): Significant
improvement for smaller datasets, but still low
performance for larger datasets. The improvement is
noticeable, but the method remains unsuitable for
large data volumes.

e Execution Time (ET): Significantly higher for larger
datasets, confirming unsuitability for large data
volumes.
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Eager Loading:

e Requests per second (Req./s): Slight improvement for
smaller datasets, but performance for larger datasets
remains similar to before.

e Execution Time (ET): Slightly improved,
contributing to better performance on smaller
datasets.

IDL:

e Requests per second (Req./s): Significant
improvement for smaller datasets, but performance
for larger datasets remains similar to before.

e Execution Time (ET): Slightly improved,
contributing to better performance on smaller
datasets.

Overall, there is a slight improvement in performance on
smaller datasets for most methods, especially Lazy Loading
and IDL. Native Query remains the most efficient choice,
although there is a slight performance drop on the largest
datasets. Lazy Loading still remains unsuitable for large data
volumes, but shows improvement for smaller datasets. Eager
Loading and IDL show a slight performance improvement,
making them suitable alternatives.

E. Overall evaluation of 32 NGINX WORKERS and 32
PHP-FPM PROCESSES

Native Query:

e Requests per second (Req./s): Slight improvement for
smaller datasets, performance remains stable for
larger datasets.

e Query Time (QT): Improvement in processing
efficiency, especially for smaller datasets.

Lazy Loading:

e  Requests per second (Req./s): Slight improvement for
smaller datasets, but still poor performance for larger
datasets. Performance has improved, but the method
remains unsuitable for large data volumes.

e Execution Time (ET): Significantly higher for larger
datasets, confirming unsuitability for large data
volumes.

Eager Loading:

e Requests per second (Req./s): Slight improvement for
smaller datasets, indicating better performance.
Performance remains stable for larger datasets.

e  Execution Time (ET): Slightly improved.
IDL:

e Requests per second (Req./s): Significant
improvement for smaller datasets, performance
remains stable for larger datasets.

e Execution Time (ET): Slightly improved.

Overall, there was a slight improvement in performance
on smaller datasets for most methods, especially Native Query
and IDL. Native Query remains the most efficient choice,
although there was a slight performance drop on the largest
datasets. Lazy Loading still remains unsuitable for large data
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volumes, but shows improvement for smaller datasets. Eager
Loading and IDL show another slight performance
improvement.

F. Overall evaluation of 64 NGINX WORKERS and 64
PHP-FPM PROCESSES

Native Query:

e Requests per second (Req./s): Slight decrease for
larger datasets, indicating a performance degradation.

e Query Time (QT): Increase in QT/ET for larger
datasets, indicating a decrease in processing
efficiency.

Lazy Loading:

e Requests per second (Req./s): Slight improvement for
smaller datasets, but still low performance for larger
datasets. Performance has improved, but the method
remains unsuitable for large data volumes.

e Execution Time (ET): Significantly higher for larger
datasets, confirming unsuitability for large data
volumes.

Eager Loading:

e Requests per second (Req./s): Slight improvement for
smaller datasets, but performance for larger datasets
remains similar to before.

e Execution Time (ET): Slightly improved,
contributing to better performance on smaller
datasets.

IDL:

e Requests per second (Req./s): Slight improvement for
smaller datasets, but performance for larger datasets
remains similar to before.

e Execution Time (ET): Slightly improved,
contributing to better performance on smaller
datasets.

Overall, there is a slight improvement in performance on
smaller datasets for most methods, especially Lazy Loading
and IDL. Native Query remains the most efficient choice,
although there is a slight performance drop on the largest
datasets. Lazy Loading still remains unsuitable for large data
volumes, but shows improvement for smaller datasets.

V. CONCLUSION

At the beginning of our work we set ourselves the task of
evaluating whether the architecture we have built is suitable
for use in practice and whether it really shows signs of
optimizing access to database data. From the results, we can
obtain quite interesting information about the behavior of the
ORM framework and IDL.

The first interesting thing that can be gleaned from the
results tables is that the total request length is often not
affected by the server-side execution time. Another interesting
fact that can be seen from the tabulated results and
subsequently the visualization is that almost none of the
observed parameters improve significantly when reaching 16
workers. On the contrary, a dramatic deterioration can be
observed, for example, in the query time, which increases
>1.5x in almost all cases. In some cases, even much larger
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increases can be observed. For example, 100,000 records with
16 workers needed 8,979.5 ms, with 32 workers it was already
22,056.03 ms (~146% increase) and with 64 workers it was
even 58,280.42 ms (~164% increase). However, the total
query time is still increasing in the order of 10%. If we look at
the results in terms of requests per second, we can objectively
evaluate that IDL outperformed Lazy and Eager Loading in
the vast majority of the experiments performed. For queries
>=1000 records, it performed better in all cases, except for the
comparison with the experiment where Native Query was
used. For lower number of records, the results of IDL and
Eager loading differ in low query units. Only in the case of 64
workers and 10 records was Lazy loading the most effective.

Regarding IDL and other observed parameters, a similar
evaluation can be made as in the previous case. Starting from
>=1000 records, this approach was the most efficient after the
Native Query approach was used to load the data. Thus, IDL
was more efficient in execution time per query, maximum
memory required, query time, ratio of query processing time
to total execution time, and also in number of queries per
second.

On the other hand, for Lazy Loading and Eager Loading,
we can observe an extreme increase in values as the number
of records increases for any number of workers. Thus, these
two approaches simply cannot be recommended for use in any
competitive environment combined with a large number of
records loaded. The results show that against IDL, the worst
case (2 workers, 100,000 records, Eager loading) required
almost four times more time to execute the entire request.

Based on these results, we can say that IDL can be used as
an optimization technique. In almost all the experiments
presented, the measured values of IDL were better than those
of standard ORM approaches.

For a definitive evaluation of whether or not to deploy this
data layer in practice, it would be advisable to perform further
measurements, e.g. on server hardware.
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Abstract—The article builds on research focused on the
design and construction of an Intelligent Data Layer (IDL) using
Object-Relational Mapping (ORM) frameworks, which can
sometimes be inefficient. The aim of this article is to verify
whether IDL functions as an optimization technique in different
hardware environments. Previous research has shown that IDL
can significantly improve the performance of applications,
especially in loading and processing large amounts of data.
However, this improvement was observed on standard test
hardware. Therefore, we conducted this testing, which includes
tests on different hardware configurations, specifically a server
and a test workstation. The tests focus on data retrieval speed,
memory usage efficiency, and overall application performance
when using IDL compared to traditional approaches. The
results of the tests will help determine whether IDL is a
universal optimization technique or whether its effectiveness
depends on specific hardware conditions. This knowledge is
crucial for us for the future development and deployment of IDL
in real-world applications. The experiments were conducted in
an environment with an Nginx web server, PHP, and a MySQL
database. The tested implementation runs on Symfony and
Doctrine. For the individual experiments, a relational database
model from previous work was used, which included tables with
varying numbers of rows.

Keywords— database application architecture, ORM and
performance of data layer, entity joining

I INTRODUCTION

ORM (Object-Relational Mapping) frameworks allow
developers to map object-oriented programming to relational
databases. This means that objects in the code can be directly
stored in and retrieved from the database without the need to
write SQL queries. ORM frameworks simplify working with
databases and enable developers to work with data at a higher
level of abstraction [13]. ORM frameworks are becoming
increasingly popular among developers, evolving into more
robust solutions for managing database data not only in
desktop applications but also across a wide range of other
environments, such as web and mobile applications.

These frameworks enable developers to work more
efficiently with databases by providing tools for easy mapping
of objects to database tables, which simplifies the process of
storing and retrieving data.

This reduces the need for writing complex SQL queries
and increases developer productivity. Moreover, with the
growing demands for performance and scalability of
applications, ORM frameworks are continuously innovating
and adding new features that allow for better optimization and
data management, which is crucial for modern software
projects [14].

In our experiments, we address the issue of data
management at the data layer using just ORM framework and
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optimizing data retrieval using our proposed Intelligent Data
Layer (IDL). In [7], it is crucial to use systematic approaches
to effectively analyze the performance of object-oriented
software such as our IDL.

Maplesden et al. [8] have conducted an extensive
systematic mapping of performance analysis techniques for
object-oriented software, which provides a valuable overview
of methods that can be applied to our IDL [3]. When
optimizing performance, it is important to focus not only on
improving speed, but also on identifying and removing
software "bloat". Xu et al. [12] emphasize the importance of
software bloat analysis for finding, removing, and preventing
performance problems in modern large-scale object-oriented
applications. This approach is relevant to our work with IDL,
especially in optimizing data retrieval.

In our previous experiments, we focused on testing IDL
with different numbers of processes, and in this paper we
focus on load with different numbers of processes and
different disk storage configurations. Woodside et al [11] in
their paper on the future of software performance engineering
stress the importance of integrating performance engineering
into the entire software development lifecycle.

This perspective is particularly relevant to our research as
it suggests that performance optimization, such as our IDL,
should be considered from the early stages of design and
development. In previous experiments, we have conducted
experiments over IDL, which showed that all the parameters
under study were indeed improved within a single request.[4]

For the purpose of this article, we have extended the
previously presented IDL performance test to a real
production environment. Thus, the originally presented
environment is extended to include a separate "client"
machine and a separate server that handles all requests. The
connection between the computer and the server is
implemented using a LAN with Igbps throughput.
Furthermore, the environment for the Symfony framework is
set to "production” [9], [10].

Changing the environment for the Symfony framework in
this case will cause a complete file cache to be built with the
first request. This cache then speeds up the retrieval of the
necessary files, so there is no need to repeatedly parse the
metadata for the ORM with each request, and the dependency
tree that does not need to be built with each request is resolved.

In addition, all debug messages, including logging of
executed SQL queries from the ORM Doctrine, for example,
are disabled within this environment [1], [2].

The impact of ORM frameworks on database query
performance was comprehensively described in [15], where
the authors present undesirable recurring patterns that
negatively affect the performance of the data layer.
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II.  EXPERIMENTS

A. Foundations of Experiments

The test station chosen was a previously used machine
with an Intel i7-7820X processor, 64GB DDR4 2666MHz
with a Samsung 970 EVO 500GB NVME drive. A JAVA
mini-application was used to run the benchmarks, which
performed all the experimental requests to the server and then
collected the necessary statistical data and aggregated the
necessary results. The server environment for the experiments
was built on a DELL PowerEdge R630 server. The server used
2x Intel Xeon E5-2620 v3 processor with a base frequency of
2.4GHz and 128GB DDR4 1866MHz. Samsung SSD 870
500GB was used as system disk. PERC H730 Mini 1GB cache
was used as RAID Controller.

The following disks were used to store the database data:

e 3x Seagate ST300MMO0008 300GB 2.5" Enterprise
SAS HDDs 10k RPM and 128MB cache, connected
via 12 Gbps SAS interface

e 3x Verbatim Vi550 S 512GB SSDs (rev. U05S06A0),
connected via 6 Gbps SATA interface

The operating system for the server was chosen to be
Debian GNU/Linux 12 (bookworm). In addition, Docker was
installed. The previously presented environment, which was
ported from earlier experiments, was then run within Docker.
The environment consists of a Nginx web server (1.27.0), PHP
(8.1.29) running as FPM processes and a MySQL database
(8.0.26 Community). The tested implementation then runs on
Symfony 6.3 and Doctrine 2.10.

All application and database data was synchronized using
rsync between the source client machine and the server so that
all disks contained the same data. The relational database
model from earlier work was used to perform the experiments
[7]. The experiment builds on previous result and includes
several database tables, each with a specific number of rows.
The 'brand' table contains 36 rows, the 'device_type' table has
3 rows, the 'device profile' table includes 4 rows, and the
'operator' table consists of 10 rows. Additionally, the
'subscriber' table holds 311,847 rows, while the 'device' table
contains 1,480,661 rows. As in the previous experiments, the
experiment was based on a model with a native SQL query
through ORM and on models with ORM for Lazy Loading,
Eager Loading, and implemented IDL.

Lazy Loading and Eager Loading are two different
approaches to data loading that are often used in programming
and database management. Lazy Loading is a technique that
delays the loading of data until it is actually needed. This
approach can improve application performance by
minimizing the amount of data loaded into memory and
reducing initial load time. Lazy Loading is particularly useful
in cases where large datasets or complex objects are involved,
which may not always be needed [S5]. Eager Loading is a
technique that loads all necessary data at once, usually upon
the first access to the data. This approach can be advantageous
if all data will be needed, as it reduces the number of database
queries and can improve application performance in situations
where query latency is high [6]. For testing parallel
performance, as in the previous experiment, testing was
conducted on web workers (WW) and php-fpm-processes
(PFP) in combinations of 2+2, 4+4, 8+8, 16+16, 32+32,
64+64.

In accordance with previous testing, we adhered to the
originally set limits of results, also to allow for comparison
based on dataset size, these limitations are 10"{n};
n=1,2,3,4,5. All of the combinations were then tested with
different source disks for database and application data. This
was done in the following configurations:

e Ix SAS HDD ST300MMO0008

e 1x SATA SSD Vi550

e RAIDI1 SAS HDD ST300MMO0008
e RAID1 SATA SSD ViS50

The disk configurations were chosen so that the
effectiveness of each disk configuration on overall
performance in parallel polling could be easily compared.
Tests were then performed for all of the above disk
configurations using all of the above combinations of models,
server worker and process settings, and varying numbers of
records in the resulting dataset. The aim of testing with various
disk configurations is primarily to determine whether SSDs,
which are generally faster than HDDs, and RAID
configurations have an impact on the overall performance of
the IDL. This can also help determine whether the higher costs
of SSDs or RAID configurations provide sufficient benefits in
terms of performance and reliability. At the same time, we
wanted to test whether different disks might have varying
resilience to load. Testing will help to find out how the IDL
behaves under high load with different disk configurations and
whether it is able to maintain the required performance. To
test the performance of IDL on different disk configurations,
the experiments presented earlier were used. For testing, we
used the same measurement units, the same combination of
outputs, and the native SQL query as in the second paper at
this conference titled "Performance Testing of Intelligent Data
Layer". In addition, other values were collected on the server
side. These were the total query execution time, i.e. from the
start of the request on the application side to the download of
the complete response from the server, and then the
measurement of the number of queries executed per second,
subsequently, this data was aggregated on the client side.

B. Results of Experiments

Because there were 120 combinations of parameters in the
output, only selected outputs will be shown bellow.

Query Time/Execution Time [%]

W 1 HDD, 2 NGINX, 2 PHP, (10 rec.)

08 = 1 HDD, 32 NGINX, 32 PHP, (10 rec.)
=== 1 HOD, 64 NGINX, 64 PHP, (10 rec.)
== 1 HDD, 2 NGINX, 2 PHP, (100k rec.)
07 === 1 HDD, 32 NGINX, 32 PHP {100k rec.)
=== 1 HDD, 64 NGINX, 64 PHP (100k rec.)

Fig. 1. Summary of QT/ET — 1xHDD
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Fig. 4. Summary of QT/ET — RAID 1 2xSSD
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[II. DISCUSSION OF RESULTS

Network graphs were used to visualize the observed data.
They show very well the behaviour of the tested environment
with an immediate comparison of the different configurations
of processes, disks and the model used.

A. Visualization of execution time vs. number of processes,
experiment and disk configuration

Dependency of the execution time on the number of processes, experiment,
and disk configuration - 10 records

Execution time [ms]

HOD SO Raid  Raig

HOD
HDD  ssp SO Raid  Raid  Hpp  sep

HDD  ssp ‘::;g Rad HOD SO gy p
S50

Lazy loading HDD  ssp

Native Query Eager loading DL

0020 [J20-40 [140-60 [160-80 080-100 [100-120 0120-140 [140-160 D160-180 (1180200 [200-220 [1220-240

Fig. 5. Summary experimental results for 10 records

Dependency of the execution time on the number of processes, experiment,
and disk configuration - 10.000 records
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5000

Execution time [ms]

Raid  Raid

H =
WD sep 0 SO Raid  paid

HDD s :
HE 5 :23 R:'d HOD SO Raid  paig
SSD

Lazy loading HDD  ssp

Native Query Eager loading

DL

[£0-1000 [11000-2000 [12000-3000 3000-4000 [14000-5000 [15000-6000 [16000-7000

Fig. 6. Summary experimental results for 10.000 records

Dependency of the execution time on the number of processes, experiment,
and disk configuration - 100.000 records
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Fig. 7. Summary experimental results for 100.000 records
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B. Visualization of database query execution time vs.

C. Visualization of the number of requests processed
number of processes, experiment and disk configuration

depending on the number of processes, experiment and
disk configuration

Dependency of the query time on the number of processes, experiment, and
disk configuration - 10 records

Dependency of the number of requests on the number of processes,
experiment, and disk configuration - 10 records
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From the above visualizations, it is easy to read
information about the behavior of IDL and very easy to
compare which solution with which configuration is the most
suitable. The network plots shown always represent the
dependency of the measured variable on the disk
configuration, the type of model experiment and the number
of server processes.

The first network graphs (Figs. 5-7) show the dependence
of request execution time on the number of processes,
experiment and disk configuration (less is better). From the
visualized results, it is very clear that different disk
configurations, have little or no effect on the resulting
execution times. The difference in execution times for 10
records and 2 processes was +0.5~1ms (+1~2.5%) for all
experimental variants. Such a difference can be considered
almost an error related to network usage or additional load on
the server side. For the 64 processes, these differences were in
the range of +2~17ms. However, when converted to
percentages, we arrive at a result of 1.6~9%. The highest
variation in execution time was observed when using RAID1
SSD and the Eager Loading experiment. There was no
fluctuation in the other three experiments. To verify that this
was not a "coincidence", this measurement was repeated 3
times each time with similar results. However, if we look at
these numbers in terms of the number of processes we would
easily come to the conclusion that the Lazy Loading method
is the worst in terms of execution times. Eager loading and
IDL were almost comparable for 10 records. Furthermore, it
is certainly interesting to note that even with such a small
number of data to output, the execution time between 16, 32,
64 processes increases substantially. We are thus able to
observe, between 16 and 64 processes, an increase, even in the
case of native querying.

If we then look at the graph (Fig. 7) for 100,000 records,
we can see the extreme increase in execution time when using
Eager loading. At the same time, we can then see the high
efficiency of IDL, which needed approximately one third of
the execution time to process queries against Lazy and Eager
loading in all cases. Here again we can observe a large
increase in execution time for all methods between 16, 32 and
64 processes. Consistent with the 10 records, a decrease in
execution time was observed when using RAID1 SSD in
combination with Eager Loading. The difference between the
highest and lowest values was 2460ms (=~ 0.38%).

With further visualizations (Figs. 8-10), we can look at the
result in terms of execution time of database queries (less is
better). Again, we discuss the experiments for 10 records and
then from the other end for 100,000 records.

For 10 records, we can see in the data that they behave less
"stable" against execution times. There are much larger
percentage fluctuations between the minimum and maximum
values of the execution time of database queries than for the
previous execution time queries. For example, in the case of
Eager loading, the difference between the average fastest and
worst database query processing time was 20.51ms with 64
processes. This represented a difference of =47%. For the
other experiments, even with a different number of processes,
such an extreme difference did not occur. The other
differences ranged from 0.1~3.12ms. Which amounted to
=3.5~16%. In terms of the number of processes, again extreme
increases in time can be observed between 16, 32 and 64
processes, and again for the native query experiment. This
increase was 628% between 16 and 32 processes. For IDL, it
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was 884%. In the case of Lazy loading, it was even 1112%.
We attribute these extreme increases mainly to the extreme
CPU load, with an average 5-minute CPU load of 37.8 (for 24
threads) during the test.

For 100,000 records, we can observe the same behavior
for Eager loading as for execution times. Here too, we can
observe an extreme increase in the time required to process
database queries against 10,000 records. Thus, as in the
previous case, Eager loading cannot be recommended for
large datasets. However, IDL performed very well for these
values and beat even the native query approach in absolutely
all combinations. The average query execution time with 64
processes and IDL was 907.19ms. However, the approach
with native query required 3316.29ms on average. For Eager
loading, the measured values were approximately 41 times
higher than for IDL. For Lazy loading, the values were even
almost 48 times higher. The interesting point here is that for
IDL, the execution time required did not increase between 16
and 32, nor between 32 and 64 processes as it did for the other
experiments. This too can be considered a very good result.
Thus, the database server was not subject to extremely
increased load as in the other cases.

The most important results in terms of performance are
then those focused on the number of requests handled
depending on the experiment, the disk configuration and the
number of processes (more is better). Here too, IDL and Eager
loading were expected to perform very similarly. At a glance,
we can see that for 10 records, indeed IDL, Eager loading and
lazy loading performed almost identically. For all the
experiments mentioned, the measured number of requests
handled for the 2 threads oscillated between 16 - 16.5 requests.
Through the native query, then, ~4 more requests were
handled on average. Here again, interesting behavior can be
observed between 32 and 64 processes, where in almost all
cases the number of cleared requests deteriorated. It can be
assumed that this is due to "server overload", where requests
required much more database and execution time and thus
there was no further increase in the number of cleared
requests. IDL did not perform extremely better against Eager
and Lazy loading for any number of processes. It can be seen
from the table that up to 16 processes were at most 1 to 2
requests, and for 32 and 64 processes, 3 to 5 requests. Thus, it
can be evaluated that there is no winner among the selected
experiments in terms of number of requests handled for 10
records.

For 100,000 records, the differences between the
experiments are already more interesting. At first glance, it
can be seen in the graph that the experiment with native
querying reached its maximum results very quickly and there
was almost no more increase between 4, 8, 16, 32 and 64
processes. On average, it was an improvement of 0.12 req./s.
However, which directly indicates that the number of
processes played almost no role anymore with such a large
dataset. For lazy loading we can talk about an increase of
~900% with respect to 2 processes when using 32 processes,
but in the result we are still talking about approximately 1
processed query per second. Eager loading is better off with a
percentage increase between 2 and 32 processes, but the
number of requests handled for 32 threads still stabilizes at
around 1 request per second. The differences between in disk
configurations are again negligible. IDL then managed 0.48
requests per second for 2 processes and the values stabilized
at 2.8 requests per second for 16 processes. The increase at 32
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processes was already less than 0.1 requests, and at 64
processes, as with Eager loading and Lazy loading, there was
a deterioration. However, IDL was able to handle 185%
(+1.87 req./s) more requests than Eager loading and 165%
(+1.78 req./s) more requests than Lazy loading at 32
processes. IDL then performed very well when compared to
native querying, handling only 29% fewer requests. Here
again, we can talk about IDL being a suitable optimization
technique for large datasets.

IV. CONCLUSION

From these results and visualizations, it is very easy to
state that IDL can be considered as an optimization technique.
With a small number of data, it achieves the same values as
the "natively" used ORM techniques Eager loading and Lazy
loading in almost all the parameters under study.

For large datasets, it beats even native querying in some of
the monitored parameters, e.g. the parameter of time required
for processing database queries discussed here. The results
also show that the different disk configurations used had
minimal or almost no effect on the improvement or
deterioration of the parameters. Fundamentally, however,
these parameters were affected by the number of processes
running in parallel, with throttling on the CPU side occurring
at high load on the server under test and thus the measured
values were fundamentally affected for the worse. The work
could be further extended by automated IDL compilation, e.g.
by reading ORM annotations, or by focusing on improving
data processing on the IDL side.
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Abstract— This paper focuses on exploring the potential
benefits and advantages or disadvantages of a two-layer
approach in genetic programming. The first section describes
two-layer genetic programming itself and how it differs from its
basic version. The Python programming language framework
DEAP was used for the implementation. The focus of the paper
is also to compare the results obtained by using this two-layer
genetic  programming  with  different configurations
of the parameters with ordinary basic genetic programming
on different multidimensional datasets and benchmarks.

Keywords—itwo-layer  genetic  programming,
regression, multi-dimensional data, benchmarks

symbolic

I. INTRODUCTION

This paper focuses on a two-layer genetic programming
approach for symbolic regression on multidimensional data.
Genetic programming is a technique for program evolution,
and there are still no clear answers to some fundamental
questions about the field. Genetic programming is a white-box
machine learning technique that offers human-interpretable
results, making it easier to identify dependencies between
variables compared to neural networks. This makes it
promising for environmental analysis, such as climate
prediction and air quality analysis. However, genetic
programming performance needs improvement, and
a potential enhancement could be a multi-layered approach
inspired by the priciples of ensemble learning.

A. Symbolic regression

Symbolic Regression (SR) is a machine learning method
for solving regression problems that is able to provide
analytical equations purely from data. Symbolic regression
can reveal and explain deep relationships in the data that are
invisible at first sight. It has applications in many different
fields ranging from science, technology, economics to social
sciences. Symbolic regression is a type of regression analysis
in which a mathematical function describing a given set
of data is derived. While conventional regression methods
(e.g., linear, quadratic, etc.) have a predetermined independent
variable(s) and attempt to adjust a combination of numerical
coefficients to achieve a perfect fit, symbolic regression,
onthe other hand, attempts to find the parameters and
equations simultaneously. It is usually implemented using
evolutionary algorithms and genetic programming [1].

B. Genetic programming

Genetic programming (GP) [2] uses evolution to evolve
computer programs. Most computer programs can be thought
of as executing sequences of functions with arguments.
A large number oflanguage compilers first compile
the program into a derivation tree and then generate
a sequence of machine instructions that can be executed on

979-8-3503-8768-1/24/$31.00 ©2024 IEEE
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the computer. Derivation trees are therefore a natural choice
of representation for computer programs [3].

Fig. 1. Example of equation x? + x in the form of syntactic tree

Individuals in a population of typical genetic
programming are represented by a hierarchical composition
of: primitive ~ functions and terminals  appropriate
to the problem domain. The set of primitive functions used
typically includes arithmetic operations, mathematical
functions, conditional logic operations, or domain-specific
functions. The set of terminals used typically includes inputs
appropriate to the problem domain and various numerical
constants. The composition of primitive functions and
terminals corresponds directly to computer programs created
in programming languages such as LISP (where they are
referred to as symbolic expressions or S-expressions
for short). These expressions can be represented by syntax
trees (k-dimensional trees), in which all internal points and the
root of the tree are labeled as functions and leaves of the tree
are labeled as terminals.

To be able to apply the genetic programming method
to a specific problem, we first need to define the problem
atahigh level. This definition can be summarized
in the following steps:

1. Specification of the set of terminals.
2. Specification of the set of functions (non-terminals).

3. Selection of the fitness function - The value of this
function for a given inidividual represents its
probability of being selected for crossover.

4.  Specification of parameters and hyper-parameters of
the genetic programming run.

5.  Selection of termination criteria.

In genetic programming, terminals are represented
as variables or constants (from integers to Boolean values).
The set of terminals can include: named variables (e.g., x, ,
speed, etc.), constants or parameterless functions (e.g. random
number, etc.).
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In genetic programming, the list of functions is governed
by the type of problem. For simple numerical problems,
arithmetic functions (+, -, *, /) are sufficient. Functions require
a specific number of arguments, called arity. The set of
functions may include: mathematical functions (+, -, *, sin,
cos, log, exp, etc.), boolean operations (AND, OR, NOT),
conditional operators (if, else if, else), iterative functions (do-
while, for, while loops) and specific functions adapted to
particular problems.

In genetic programming, the set of terminals and the set
of functions should be chosen to satisfy the requirements
of closure and sufficiency [4]. Closure in genetic
programming requires that each function can accept any value
and data type returned by another function, and the same
applies to terminals. This requirement introduces two main
problems: type consistency, where all functions must handle
the same data type (e.g., returning 1 for true and O for false
instead of Boolean values), and evaluation safety, which
involves handling exceptions (e.g., division by zero)
by creating safe versions of functions or reducing the fitness
value on error. These measures ensure the correct and safe
operation of the algorithm. Sufficiency in genetic
programming means that a combination of different terminals
and functions must be able to produce a solution to a given
problem. While in some areas this identification is easy,
in others it can only be assured by theoretical calculations,
experience or trial and error. One big difference from most
other evolutionary algorithms, if we focus on the fitness
function, is in the context of genetic programming its
evaluation. Since the structures generated by genetic
programming are computer programs, it is necessary to run all
the programs in the population to evaluate them, usually
multiple times to eliminate the element of chance. For this
reason, in practice, interpreters are used that execute tree
nodes in such an order that a node is not executed until the
values of all its arguments are known.

The genetic programming (GP) cycle is the iterative
process through which programs evolve to solve a problem.
It involves the following steps:

1. Initialization: Create an initial population of random
programs (individuals).

2. Fitness Evaluation: Each program is evaluated based
on how well it solves the given problem (its fitness).

3. Selection: Select the best-performing programs
(based on fitness) for reproduction (crossover).

4. Crossover (Recombination): Combine parts of two
parent programs to create new offspring, mixing
their characteristics.

5.  Mutation: Randomly alter parts of some programs to
introduce diversity.

6. Replacement: Replace less-fit individuals with new
offspring, forming a new generation.

7. Termination Check: If a stopping condition (e.g.,
a satisfactory solution or maximum number of
generations) is met, the cycle stops; otherwise, repeat
the process from Step 2.

This cycle continues until a satisfactory solution is evolved
or any other termination condition is met.

The first random generation of individuals is created using
these key strategies: Full Method (which creates balanced
trees where all branches reach a set maximum depth, filling
nodes with functions and leaves with terminals), Grow
Method (which builds trees of varying shapes and sizes,
allowing nodes to be functions or terminals, resulting in
irregular structures, and Ramped Half-and-Half, (which
combines both methods to generate a diverse population with
a mix of balanced and irregular tree structures). These
approaches ensure variety in the initial population, improving
the evolutionary process. Once the initial generation of
individuals is established, the fitness function of the
individuals is evaluated and then the selection process takes
place.

Selection in genetic programming is the process of
choosing the best individuals (programs) from the population
to become parents for the next generation. The goal is to favor
individuals with higher fitness, so their traits are passed on.
Common selection methods include: Tournament Selection,
in which a small group of individuals is randomly chosen, and
the best among them is selected as a parent, Roulette Wheel
Selection, where individuals are selected based on their fitness
probability, with fitter individuals having a higher chance) and
Rank Selection, where individuals are ranked by fitness, and
selection is based on rank, not absolute fitness.

Selection ensures that better-performing programs have
a higher chance of reproducing. Crossover combines parts
of two parent programs to create offspring. Common types
include: Subtree Crossover (swaps random subtrees between
parents), One Point Crossover (swaps parts after a single point
in both parents or (Uniform Crossover: Randomly mixes
nodes from both parents for more varied offspring). These
methods promote diversity while preserving useful traits.

C. Two-layer genetic programming approach

Two-layer genetic programming [5] is a method that was
inspired by the success of ensemble learning methods
in the field of machine learning. The principle is to divide
genetic programming into two layers. The combination
of these layers should help genetic programming to exploit
the search space and thus increase the resulting accuracy.
Architecture of two-layer GP (2L-GP) is shown in the Fig. 2.

/4 SUBSET 1 } -lGP‘! I+ SUBMODEL 1 }\\ ) i

’ A 5 \[ "
L META
| - SUBSET2 }—-l GP2 |~ SUBMODEL2 e {— METAMODEL |

| oamaser -

J

\ : 5 : ‘_/' T e
\ . /!
Y SUBSETN |—{ GPN |+ SUBMODELN |’

First layer Second layer

Fig. 2. Two-layer genetic genetic programming scheme

In the first layer, multiple genetic programming runs
simultaneously to generate submodels that are then
used as terminals in the second layer. In the second layer,
these submodels obtained from the genetic programming runs
in the first layer are used as a kind of building blocks that
should already represent a fairly accurate solution to the
problem at hand, and by combining these blocks we should
achieve an even more accurate solution.

— 504 —



The whole two-layer genetic programming can be
summarized in the following steps:

1. Creating submodels from individual independent
runs of a simple GP.

2. Adding the created submodels to the terminal
set of the second layer of the two-layer GP.

3. One run of the second layer using the simple GP
including the added submodels.

4. Obtaining the final result from the second layer.

The two layers have independent parameters, so it is
possible (and often advantageous to set these parameters
differently for these layers to get better results). These
parameters include, for example, the number of generations,
the population size, the set of terminals, the set of features, and
others.

The main motivation for developing this algorithm was to
avoid bloat (the creation of extremely large trees without
significantly improving the fitness value) by restarting the GP,
in which the trees created from the GP runs in the first layer
are used as building blocks in a new constructive way. This
approach was also intended to increase the expressive power
of genetic programming by allowing more efficient use of
existing code and its variants. Last but not least, the possibility
of parallel processing of independent GPs in the first layer and
the associated speeding up of the algorithm's runtime.

D. Benchmarks for genetic programming

Benchmarking is the process of evaluating
the performance of algorithms on a set of problems from
different domains and comparing it with other algorithms.
Academic researchers typically design a new algorithm and
compare its performance with state-of-the-art algorithms
on benchmark tests [6]. In 2012, the paper "Genetic
Programming Needs Better Benchmarks" [7] was published to
address the lack of good and reproducible benchmarks in
genetic programming (GP). At that time, GP often used simple
benchmarks taken from historical evolutionary algorithms that
did not reflect real-world problems.

However, the situation has improved over the last 12 years
and a large number of benchmark sets have been developed
that attempt to remedy the shortcomings of the original
benchmarks and thus provide a better foundation for future
research [8]. A number of benchmarks have emerged that have
attempted to fill this gap: PSB and PSB2 [9], SRBench [10],
DIGEN [11] and symbolic regression problems from [12].

II. EXPERIMENTS

This section describes the individual settings
of the experiments. The Mean Squared Error (MSE) was
chosen as the metric for the accuracy of the models produced
(and also as fitness function for GP), and each setting was
tested using 500 independent runs to produce the resulting
statistics. Following sections describe individual settings
of three experiments with three different benchmark
functions. All of the baseline experiments used the entire
dataset to create submodels, i.¢., they did not create submodels
from subsets of the original dataset.

A. Simple function with two variables

The first data set that was chosen for the approximation is
the following equation (1) from [13]:
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(x*y)* (x *xy) (H

TABLE I. displays common parameters values for first set
of experiments in the form of table. For the first function,
values of the variables x and y were generated from -2 to 2
with step 0.1. All individual settings were tested by 500
independent runs.

TABLE L INITIAL PARAMETERS VALUES OF EXPERIMENTS FINDING
FIRST FUNCTION

Name Value
Crossover subtree crossover
Mutation one point mutation
Selection tournament selection
Tournament size 2
Elitism size 1
Crossover probability 0.9
Mutation probability 0.01
Max tree length 17
Min tree initial length 2
Max tree initial length 6

Terminal set x,y,-1.0, 1.0, 2.0, 3.0

Function set for basic GP +, -, *, sqrt, pow2, pow3

Function set for first layer in
two layer GP
Function set for second layer in
two layer GP

+ - %

[

+, -, *, sqrt, pow2, pow3

The population size for the base GP was chosen to be 200
and the number of generations to be 100. For the two-layer
GP, the population size was set to 50 with different values for
number of generations in the first layer, and in the second
layer, the population size was set to 100 or 200 and the number
of generations to 10. A varying number of submodels
produced by the first layer were also tested.

B. Function with sine component

The second data set that was chosen for the approximation
is the following equation (2) with sine component from [14]:

(x-3) * (y-3) * Zsin((x-4) * (y-4)) (@)

TABLE II. displays common parameters values for second
set of experiments in the form of table. For the second
function, values of the variables x and y were generated from
0.05 to 6.05 with step 0.25. All individual settings were
tested by 500 independent runs.

TABLE II. INITIAL PARAMETERS VALUES OF EXPERIMENTS
FINDING SECOND FUNCTION
Name Value
CI'OSSOVGI' subtree crossover
Mutation one point mutation
Selection tournament selection
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Name Value
Tournament size 2
Elitism size 1
Crossover probability 0.95
Mutation probability 0.05
Max tree length 8
Min tree initial length 2
Max tree initial length 6
Terminal set x,y, -4.0, —3.(3),.(;,2;‘(?6—1.0, 1.0, 2.0,
Function set for basic GP +, -, *, /, sqrt, pow2, &, e*, sin, cos
Function set for first layer in .
two layer GP >
fvtl(r)lclz}(l):rsgtpfor second layer in +, -, *, /, sqrt, pow2, &, e*, sin, cos

The population size for the base GP was chosen to be 250
and the number of generations to be 100. For the two-layer
GP, the population size was set to 100 or 200 with different
values for number of generations in the first layer, and
in the second layer, the population size was set to 200 and
the number of generations to 25. A varying number
of submodels produced by the first layer were also tested.

C. Function with more variables

The third data set that was chosen for the approximation is
the following equation (3) with three variables which was also
taken from [14]:

x-1)*(z-1
30+ 0 &)
TABLE III. INITIAL PARAMETERS VALUES OF EXPERIMENTS
FINDING THIRD FUNCTION
Name Value
Crossover subtree crossover
Mutation one point mutation
Selection tournament selection
Tournament size 2
Elitism size 1
Crossover probability 0.95
Mutation probability 0.05
Max tree length 12
Min tree initial length 2
Max tree initial length 6
Terminal set 0010.30.30.40.50
Function set for basic GP +, -, ¥/, sqrt, pow2, &*
Function set for first layer in .
two layer GP >
fvtl;lclz;):rs(gtl) for second layer in - % [, sqrt, pow?, &

The population size for the base GP was chosen to be 125
and the number of generations to be 100. For the two-layer
GP, the population size was set to 100 with different values

for number of generations in the first layer, and in the second
layer, the population size was set to 225 and the number
of generations to 20. A varying number of submodels
produced by the first layer were also tested.

TABLE III. displays common parameters values for
second set of experiments in the form of table. For the second
function, values of the variables x and z were generated from
-0.05 to 2.05 with step 0.15, and variable y from 0.95 to 1.95
with  step 0.1. All individual settings were
tested by 500 independent runs.

III. RESULTS

A. Simple function with two variables

The results of the first experiment performing two-layer
genetic programming with the basic version on the simple
function with two variables (1) are shown in Fig. 3:

Error of best individual
O B N W b U1 OO N

M Basic GP

M 21-GP3 gens, 30 models, 200 individuals
B 2L-GP 3 gens, 60 models, 100 individuals
7] 2L-GP 5 gens, 18 models, 200 individuals
Bl 2L-GP 6 gens, 15 models, 200 individuals
M 2L-GP9 gens, 10 models, 200 individuals

Il 2L-GP 18 gens, 5 models, 200 individuals

Fig. 3. Results of experiments on a simple function with two variables

The far left will always show the result using the single
layer approach and the far right will always show the different
configurations of the first layer parameters for the double layer
approach. By comparing the results from the first function,
itcan be seen that the two-layer approach provided better
results and was even able to find the exact function we are
trying to approximate in quite a large number of cases,
achieving a fitness function value of 0.

It seems that in these particular configurations, increasing
the number ofgenerations in the first layer had a positive effect
on the accuracy of the resulting models. Conversely, a larger
number of submodels generated from the first layer did not
have much effect in this case.

B. Function with sine component

The results of the second experiment performing two-layer
genetic programming with the basic version on the function
with sine component (2) are shown in Fig. 4.

In these particular configurations, increasing the number
of generations in the first layer had a positive effect on the
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accuracy of the resulting models. Increasing the number of
submodels generated from the first layer did not have much
effect, but reducing the number of submodels to 5 submodels
(dark grey, 9" box) somewhat limits the performance of GP,
which even with 40 generations in the first layer does not
generally perform better than 20 submodels generated
from 10 generations (orange, 2" box) or a configuration with
8 submodels and 25 generations in the first layer (brown,
8" box). For this function, it can be seen that the two-layer
approach outperformed the single-layer approach, yielding
more concentrated results with a smaller interquartile range.

14

12

10 .

Error of best individual

B Basic GP

[ 2L-GP 10 gens, 20 models, 100 individuals
[ 2L-GP 8 gens, 25 models, 100 individuals
[T7] 2L-GP 5 gens, 40 models, 100 individuals
B 2L-GP 4 gens, 50 models, 100 individuals
B 2L-GP 10 gens, 20 models, 100 individuals
W 2L-GP 20 gens, 10 models, 100 individuals
B 2L-GP 25 gens, 8 models, 100 individuals

Il 2L-GP 40 gens, 5 models, 100 individuals

Fig. 4. Results of experiments on a simple function with two variables

C. Function with more variables

The results of the second experiment performing two-layer
genetic programming with the basic version on the function
with three variables (3) are shown in Fig. 5. In this case, it
seems that the number of submodels played a larger role.
Comparing box 2 (orange) with box 3 (grey), it seems that the
reduction in the number of submodels, despite a small increase
in the number of generations of the first layer, had a negative
effect on the accuracy of the resulting models. The situation is
similar when comparing box 4 (yellow) with box 6 (green) or
box 4 (yellow) with box 7 (dark blue). Comparing box 4
(yellow) with box 5 (blue) is slightly more complicated,
although box 5 has a smaller first quartile, box 4 has a better
average and less inter-quartile variance, so the 4th
configuration presents more compact and balanced results
on average. It seem that 5 or 4 submodels are not enough to
make up for lost performance with an increased number of
generations. Nevertheless, the configurations with fewer
models still had better accuracy than the configurations of the
classical single-layer approach.
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B Basic GP M 2L-GP 4 gens, 20 models

[H 2L-GP 5 gens, 16 models [[] 2L-GP 8 gens, 10 models
B 2L-GP 10 gens, 4 models [l 2L-GP 16 gens, 5 models

W 2L-GP 20 gens, 4 models

Fig. 5. Results of experiments on a function with three variables

After these experiments we also tried to compare different
methods for creating data subsets for the first layer. We used
bootstrapping, which made data subsets from fractions of
original data. We tried bootstrapping with size of 30 %, 50 %
and 70 % of original data size and we compared it with basic
GP and 2L-GP without bootstraping (20 submodels,
4 generations and 100 individuals in the first layer).

0,8
0,7
0,6
0,5
0,4
0,3
0,2
0, (1) $

Error of best
individual

o0 [—
o b— X —

M Basic GP
B 2L-GP bootstrapping (30 %)
[ 2L-GP bootstrapping (50 %)
[] 2L-GP bootstrapping (70 %)
Il 2L-GP no bootstrapping
Fig. 6. Comparison of different bootstrapping percentages for a

configuration with 4 generations and 20 models in the first layer (3rd
function)

TABLE IV. COMPARISON OF RUN TIMES WITH DIFFERENT
BOOTSTRAPPING SIZES (THIRD FUNCTION)
Bootstrap percentage Elapsed time (minutes)
30 % 269
50 % 272
70 % 294
No bootstrapping (whole dataset) size 300

As you can see in TABLE 1V. , all 2L-GP variants gave us
very similar results. But when we compared the elapsed time
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of each bootstrapping experiment (300 runs), we saw
noticeable differences between the configurations.

IV. DISCUSSION

The aim of this paper was to explore the dynamics and
benefits of two-layer genetic programming on multi-
dimensional data data. Therefore, experiments were designed
using recommended benchmark functions that include
multiple variables as suggested by selected publications. This
comparison was tested on a total of three symbolic regression
problems. For a total of three of these problems, it can be
directly stated that the two-layer approach achieved better
results than the single-layer approach when using specific
configurations.

The two-layer approach brought with it several
advantages. One of the main advantages is the ability to
simply parallelize the first layer. Thus, the runs of two-layer
genetic programming are able to use the processor very
efficiently, making the overall time consumption less and the
runs shorter compared to the single-layer approach. This fact
can be further enhanced by introducing some form of
resampling. Another advantage that was observed for all
problems tested is the smaller interquartile ranges of the best
individuals produced by two layer genetic programming. Due
to this fact, it can be stated that the results obtained from the
two-layer approach are more consistent and often fall
in a smaller interval than those obtained from the basic single-
layer architecture.

V. CONCLUSSION

In the context of environmental analysis, genetic
programming (GP) stands out as a valuable machine learning
method due to its transparency and ability to produce
interpretable results. Its advantage over black-box models,
like neural networks, lies in the ease of identifying
relationships between environmental variables, which is
critical for applications such as climate prediction and air
quality analysis. The proposed two-layer GP could overcome
the shortcomings of the basic GP and thus improve the
application of GP to environmental analytics and data science
in general.

In future research on the two-layer approach, it would be
useful to try other types of problems other than symbolic
regression. There is a wide range of problems that genetic
programming can be applied to, and it would be good to see
if a two-layer architecture would be as successful as it has
been on the tested symbolic regression problems. But this does
not mean that all problems related to symbolic regression are
solved by this paper. Even the problems that have been solved
in this paper using the two-layer approach probably contain
room for improvement.
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Abstract— Generative artificial intelligence
(hereinafter: AI) has emerged as a transformative force
across industries, driving significant advancements in
automation, efficiency, and innovation. This paper
explores the impact of generative AI on business
operations, focusing on its ability to enhance productivity,
reduce costs, and improve customer experiences. By
leveraging foundation models such as GPT-3.5,
businesses are automating tasks that previously required
human intervention, leading to substantial cost savings
and operational efficiencies. Furthermore, this paper
discusses the ethical implications of AI deployment,
particularly in the areas of data privacy, algorithmic bias,
and accountability. The paper also addresses the future
trends in generative Al, including the development of
multimodal models and their potential applications. This
study provides a comprehensive overview of how
businesses can harness generative Al to gain a
competitive edge while mitigating the associated risks.

Keywords— Generative Al, business transformation,
automation, productivity, GPT-3.5, data privacy,
algorithmic bias, multimodal Al, innovation.

1. INTRODUCTION

Generative Artificial intelligence (AI) has brought
profound changes to how businesses operate by
fundamentally altering the dynamics of content creation,
decision-making, and interaction. At its core, generative Al
systems such as OpenAls GPT-3.5 are models trained on vast
amounts of data, which enable them to create human-like
text, music, images, and even video. The leap from assistive
Al designed to support specific tasks, to generative Al is the
equivalent of transitioning from basic automation to systems
capable of originating creative outputs [1].

As businesses have sought to leverage Al in their
operations, the generative capacity of these models has
shifted from being a cutting-edge novelty to an integral part
of how companies approach problem-solving, marketing,
customer service, and research. By democratizing access to
powerful Al tools, generative Al has made complex
operations, once the purview of experts, accessible to general
users [1].

Startups no longer need to invest heavily in infrastructure
or hire large teams to handle tasks like data analysis,
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marketing, or customer support. Instead, they can leverage Al
tools to automate these processes, allowing entrepreneurs to
focus on product development, business strategy, and scaling
their operations.

The integration of Al in business processes is reshaping
the workforce. While there are concerns about job
displacement, Al is also creating new roles and opportunities.
Entrepreneurs are focusing on reskilling and upskilling their
teams to work alongside Al, fostering a more dynamic and
adaptable workforce.

This accessibility has driven rapid adoption across
industries such as healthcare, finance, media, and retail. The
Al landscape is evolving at a pace that businesses must keep
up with or risk falling behind in an increasingly competitive
marketplace [1].

II. THE MOST COMMON TYPES OF GENERATIVE Al MODELS

Many types of generative Al models are in operation
today, and the number continues to grow as Al experts
experiment with existing models. Among the many types of
generative Al models are text-to-text generators, text-to-
image generators, image-to-image generators, and image-to-
text generators. It’s possible for a model to fit into multiple
categories—for example, the latest updates to ChatGPT and
GPT-4 make it a transformer-based, large language, and
multimodal model. Some of the most common types include
the following:

Generative Adversarial Networks (GANs): Best for image
duplication and synthetic data generation. The basic principle
involves pitting two different algorithms against each other.
One is known as the ‘generator,” and the other is known as
the ‘discriminator,” and both are given the task of getting
better and better at out-foxing each other. The generator
attempts to create realistic content, and the discriminator
attempts to determine whether it is real or not. Each learns
from the other, becoming better and better at its job until the
generator knows how to create content that’s as close as
possible to being ‘real.’ [12]

Diffusion Models: Best for image generation and video/image
synthesis. Diffusion models are widely used in image and
video generation, and work via a process known as ‘iterative
denoising’. Starting from a text prompt which the computer
can use understand what it has to create an image of, random

- 509 -



D. Mudrini¢ and 1. Soda e The Rise of Generative Artificial Intelligence in Business

‘noise’ is generated — you can think of this as starting to draw
a picture by scribbling randomly on a piece of paper. [12]

Large Language Models: Designed to generate and complete
written content at scale, these are the most popular and well-
known type of generative Al model right now.
Fundamentally, they are neural networks that are trained on
huge amounts of text data, allowing them to learn the
relationship between words and then predict the next word
that should appear in any given sequence of words. They can
then be further trained on specific texts related to specialized
domains — known as ‘fine-tuning’ to enable them to carry out
specific tasks. [12]

Neural Radiance Fields (NeRFs): Emerging neural network
technology that can be used to generate 3D imagery based on
2D image inputs. Unlike the other generative technologies,
they are specifically used to create representations of 3D
objects using deep learning. This means creating an aspect of
an image that can't be seen by the ‘camera’ — for example, an
object in the background of an image that's obscured by an
object in the foreground or the rear aspect of an object that’s
been pictured from the front. [12]

III. KEY IMPACTS OF GENERATIVE ARTIFICIAL INTELLIGENCE

A. Enhanced Efficiency and Productivity

Generative Al significantly enhances productivity by
automating various time-consuming and repetitive tasks that
were previously done by humans. In marketing, for instance,
Al-driven platforms are creating customized advertising
campaigns tailored to specific audiences without human
intervention. This personalization happens at a scale and
speed unimaginable a few years ago [3].

In customer service, Al-powered chatbots, such as those
used by companies like Amazon and Alibaba, can handle
millions of customer queries per day with minimal human
oversight. These systems use natural language processing
(NLP) models like GPT-3 to understand customer intent,
provide accurate responses, and even upsell products based
on the user’s history and preferences [3]. This dramatically
reduces operational costs while increasing customer
satisfaction and engagement.

Even in highly specialized industries like law and
medicine, Al tools are proving invaluable. Legal firms are
using Al to draft contracts, analyze legal documents, and
search for case precedents, allowing human lawyers to focus
on more complex legal strategies. In healthcare, generative
Al assists in diagnosing diseases by analyzing medical
records, imaging scans, and even genetic data. These
applications are pushing the boundaries of human
productivity and effectiveness [4].

B. Cost reduction

The financial benefits of generative Al cannot be
overstated. By automating manual, repetitive tasks,
companies can drastically reduce their labor costs. A
McKinsey report found that companies employing Al could
see reductions in operating costs by up to 30% in certain
functions, including customer service, back-office
operations, and logistics [2].

Generative Al has also changed the game in terms of
content production. Al-driven platforms like Jasper and
Writesonic allow businesses to generate marketing content,
blog posts, social media updates, and even product
descriptions with minimal human input [2]. This not only cuts
down on the time spent on these tasks but also reduces the
need to hire additional staff for content creation. Companies
like Canva have integrated Al tools that help users design
graphics, presentations, and social media posts, further
streamlining operations and reducing costs associated with
creative production [3].

In industries such as manufacturing and supply chain
management, generative Al models predict demand, manage
inventories, and optimize production schedules. This reduces
waste, shortens lead times, and ensures that resources are
allocated efficiently. These applications demonstrate how Al
can significantly cut operational costs across various sectors

[4].
C. Improved Customer Experience

Al’s ability to analyze vast amounts of data in real time
has revolutionized the customer experience. Businesses can
now use Al to offer highly personalized recommendations,
interact with customers through chatbots, and resolve
customer queries instantly. Companies like Netflix, for
example, use Al algorithms to recommend shows and movies
based on users’ viewing habits, creating a more engaging and
personalized user experience [2].

Similarly, in e-commerce, retailers like Amazon and
Walmart leverage Al to analyze purchasing behavior and
offer product recommendations tailored to individual users.
This personalization extends beyond the digital space; in
physical retail environments, companies are using Al to track
customer behavior, optimize store layouts, and provide
personalized in-store recommendations via mobile apps [2].
These developments have led to greater customer
satisfaction, loyalty, and, ultimately, higher revenue.

AT’s role in improving customer experience is particularly
evident in the travel industry. Companies like Expedia and
Airbnb use Al to provide personalized travel
recommendations and streamline the booking process. Al-
powered virtual assistants can help travelers find
accommodations, recommend activities, and even resolve
issues during their stay, all in real time [3].
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D. Innovation and New Business Models

Generative Al is not only transforming existing business
models but also paving the way for entirely new ones.
Companies are leveraging Al to create platforms and services
that did not exist a few years ago. For example, Synthesia, an
Al-driven video production platform, allows businesses to
create professional-quality videos with virtual presenters by
simply typing a script. This eliminates the need for expensive
production teams and studios [4].

In healthcare, Al is being used to analyze large datasets from
clinical trials to develop new drugs. Al models can simulate
how different drug compounds interact with human cells,
drastically speeding up the drug discovery process. Similarly,
Al-powered diagnostic tools are helping doctors identify
diseases more quickly and accurately, improving patient
outcomes and reducing healthcare costs [4].

In the financial sector, companies like Wealthfront and
Betterment are using Al to offer personalized investment
advice, allowing users to manage their portfolios with
minimal human interaction. These robo-advisors analyze
market trends, user risk profiles, and financial goals to
provide tailored investment strategies [4]. Al is also
disrupting traditional lending models by providing more
accurate credit risk assessments, enabling lenders to make
better-informed decisions about loans and investments [3].

IV. WORKFORCE TRANSFORMATION

The advent of Al has undeniably impacted the global
workforce. While AI has automated many routine tasks,
leading to concerns about job displacement, it has also
created new opportunities. Many companies are investing in
reskilling and upskilling their employees to ensure they can
work effectively alongside Al systems [3]. The future
workforce will likely be one where human creativity and
strategic thinking are complemented by Al-driven tools.

Keep your text and graphic files separate until after the text
has been formatted and styled. Do not use hard tabs, and limit
the use of hard returns to only one return at the end of a
paragraph. Do not add any kind of pagination anywhere in the
paper. Do not number text heads the template will do that for
you.

A. Reskilling and upskilling

Reskilling programs, like those implemented by AT&T
and IBM, have become a cornerstone of corporate strategy as
companies prepare their workforces for an Al-driven future.
AT&T’s “Future Ready” initiative, for instance, provides
employees with access to online courses in data science, Al,
and other relevant skills. This ensures that workers who may
be displaced by automation can transition to more strategic,
higher-level roles [4].

In addition to technical skills, soft skills such as creativity,
leadership, and emotional intelligence will become more
important. Al tools can handle many analytical and repetitive
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tasks, but they still lack the ability to think creatively or make
intuitive decisions in the same way humans do. As such, the
ability to work collaboratively with Al systems will become
a key skill for future employees [4].

V. BUSINESS ETHICS IN ARTIFICIAL INTELLIGENCE

The rapid advancement of generative Al raises several
ethical questions that businesses must address to ensure
responsible usage. Issues like algorithmic bias, data privacy,
and the accountability of Al decisions are increasingly
coming under scrutiny. Companies must balance the benefits
of Al with the need for ethical oversight to avoid potential
harm to users and society at large [1].

Using Al is really important to staying competitive these
days. But, it's getting more obvious that many people who use
generative Al don't know about the possible risks it brings.
As more users incorporate generative Al into their daily
routines without conducting proper assessments, the potential
risks and repercussions of deploying these Al models are
starting to outweigh the benefits.

In July 2023, the White House announced seven large Al
firms had committed to “develop robust technical measures
to ensure that users know when content is Al-generated, such
as watermarking”. Given that foundation Al models have
started to be trained on Al-generated data, these tools will
have a role to play in documenting the provenance of training
data as well as the integrity of downstream outputs from Al.
[10]

Generative Al models’ unique attributes pose a range of
risks that we don’t always see with other kinds of models.
Here are the risks that business leaders must keep in mind as
they consider generative Al projects.

A. FEthical Concerns

Generative Al introduces ethical dilemmas that stem from
its ability to create content autonomously that raises questions
of fairness, bias, and accountability.

One of the foremost concerns with Generative Al is that
it might make things unfairly. For example, if it learns from
data that mostly shows one group of people, it might favor
that group over others. This could cause unfair treatment in
things like hiring or financial decisions.

A recent op-ed in the Guardian argued that companies are
using ‘speculative fears’ to “stop people asking awkward
questions about how this particular technological sausage has
been made”. [11]

Generative Al opens the door to the creation of deepfake
content that looks real but isn't such as manipulating images,
videos, or audio recordings. This can be a big serious issue
because it can hurt people's reputations or spread lies that
cause trouble.
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B. Security Risks

In addition to ethical concerns, Generative Al presents
significant security risks that threaten data privacy,
cybersecurity, and the integrity of digital systems.

Generative Al systems often require access to large
datasets for training, which may contain sensitive or
personally identifiable information. This makes people worry
about keeping their information private and the chance that
someone might get into it without permission and use it the
wrong way.

Malicious actors may exploit vulnerabilities in
Generative Al models to launch cyberattacks, like messing
with data or breaking into systems. These attacks can
compromise the confidentiality, integrity, and availability of
data and systems Which can pose significant risks to
organizations and individuals.[14]

C. Legal Implications

Generative Al presents various legal challenges related to
intellectual property rights, liability issues, and regulatory
compliance.

Determining ownership and protection of intellectual
property rights related to Al-generated content can be
complex and contentious. This leads to questions about
copyrights, who gets to use the creations, and giving credit to
the right people.

Foundation models are trained on large collections of
data, much of which is gathered from across the web. The
training of these models “depends on the availability of
public, scrapable data that leverages the collective
intelligence of humanity, including the painstakingly edited
Wikipedia, millennia's worth of books, billions of Reddit
comments, hundreds of terabytes’ worth of images, and
more”. [13]

In public, companies have used different arguments to
justify the lack of transparency around their training data. In
documentation published at the launch of its GPT-4 model,
OpenAl (2023) stated that it would not share detailed
information about ‘data set construction’ and other aspects of
the model’s development due to “the competitive landscape
and the safety implications of large-scale models.” [15]

Generative Al models help businesses by doing things
automatically and making tasks easier, which helps move
things forward and lets creativity flow. But, we have to
understand the security issues it causes. These problems
might come from uncontrolled commands, accidentally
showing secret information, problems with storing data,
following complicated global rules, and the chance of data
getting out. Businesses should make detailed plans to build
trust in Al, mitigate risks, and make Al systems more secure.

Generative Al models learn from the data they are trained
on, which can sometimes include biased information. This
can lead to models making biased decisions, reinforcing
stereotypes, or discriminating against certain groups. For
example, Al models used in hiring processes have been
shown to favor male candidates over female candidates when
trained on historical hiring data that reflects gender bias [5].

To mitigate these issues, companies are investing in Al
fairness research and developing guidelines for ethical Al
deployment. Google’s “Al Fairness Principles” outline how
the company aims to minimize bias in its Al models, ensuring
that they make fair and unbiased decisions. [5]

Al models rely on massive datasets, which often contain
sensitive personal information. As such, companies must
ensure that they are complying with data privacy regulations
like the General Data Protection Regulation (GDPR) in
Europe and the California Consumer Privacy Act (CCPA) in
the U.S. [7] These regulations require businesses to obtain
consent before collecting user data and to provide users with
the ability to delete their data if they choose. [6]

Data breaches are a significant concern for businesses
using Al. Hackers can target Al models to exploit
vulnerabilities in the data they are trained on. Therefore,
companies must invest in robust cybersecurity measures to
protect their Al systems and the data they process.

As Al systems become more autonomous, it is essential
to establish clear guidelines for accountability. For example,
in the financial sector, Al is being used to make investment
decisions and assess credit risk. However, when an AI-driven
decision negatively impacts a user, it is important to
determine who is responsible: the developer, the user, or the
Al itself. [8]

Transparency is also critical to building trust in Al
systems. Users need to understand how Al decisions are
made, particularly in sensitive areas like healthcare and
criminal justice. Many companies are now working on
developing explainable Al (XAI) systems that provide
insights into how models make decisions. [5]

Al has the potential to disrupt job markets by automating
tasks traditionally performed by humans. While this can lead
to increased efficiency, it also raises concerns about job
displacement4. Ethical considerations include developing
strategies for workforce reskilling and ensuring that the
benefits of Al are broadly shared. [6]

Al technologies can be misused for malicious purposes,
such as creating deepfakes or automating cyberattacks.
Ensuring the ethical use of Al involves developing safeguards
against misuse and promoting the responsible deployment of
Al technologies. [8]
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VI. FUTURE TRENDS IN GENERATIVE ARTIFICIAL
INTELLIGENCE

The future of generative Al holds tremendous potential.
As models become more sophisticated, businesses will have
access to tools that can generate increasingly complex
outputs. New developments in multimodal models, which
combine text, image, and video generation, are already being
used in creative industries, entertainment, and media
production [4]. These models will soon become
commonplace in fields like education, where they will assist
in content generation and even personalized lesson plans. [4]

Generative Al will have impact on Education since they
will become more adept at generating content, they will be
able to be used for more specific needs and learning styles of
individual students. In addition, Al-powered tutors could
interact with students in real time, offering explanations,
answering questions, and even generating personalized
practice problems or assignments based on the student's
progress.

While challenges related to ethics and regulation remain,
the potential for Al to transform how we create, learn, and
innovate is boundless. Businesses and industries that embrace
these advancements and responsibly implement Al
technologies will be well-positioned to lead in a rapidly
changing digital landscape. [4]

In the broader context, the widespread use of generative
Al will prompt shifts in the workforce, where roles evolve to
accommodate the increasing presence of Al systems.
Workers will need to acquire new skills to effectively
collaborate with Al and leverage its capabilities. As
generative Al systems take on more tasks, organizations will
need to focus on upskilling employees to ensure that human
talents are directed towards activities that require emotional
intelligence, leadership, and complex decision-making—
areas where Al is less effective. [8]

In the long term, the proliferation of generative Al will
create a gradual but significant evolution in the way
industries operate. As businesses learn to incorporate Al into
their workflows, they will discover new ways of innovating,
problem-solving, and creating value. This evolution will be
characterized by a more integrated and symbiotic relationship
between humans and machines, where each complements the
other’s strengths. [8]

The future of generative Al promises to be one of
transformation and opportunity. As these models become
more powerful and integrated across various industries, they
will redefine how businesses approach challenges, drive
innovation, and create value. While the path forward presents
certain challenges—particularly in terms of ethics,
governance, and workforce adaptation—the potential
benefits of generative Al will far outweigh these hurdles. The
organizations that embrace this technology responsibly will
be at the forefront of the next wave of industrial and creative
evolution.
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VILI. IS ARTIFICIAL INTELLIGENCE JUST HYPE OR A PROPER
CHANGE

We can talk about artificial intelligence (Al). Is it merely
a trendy term in the tech business, or is it a concept that every
Product Manager should be giving significant attention to?
The reality is that Al is not simply a superficial buzzword but
rather a transformative force that can completely transform
how we develop and oversee products. However, there is a
condition — to utilize Al efficiently, we must abandon certain
conventional methods and adopt some lesser-known tactics.

(8]

One of the main issues with Al hype is that it creates
unrealistic expectations among the public and investors.
When companies make bold claims about their Al-powered
products or services, they often fail to deliver on those
promises, leading to disappointment and erosion of trust. [8]

Like many new technologies, generative Al has been
following a path known as the Gartner hype cycle, first
described by American tech research firm Gartner.

This widely used model describes a recurring process in
which the initial success of technology leads to inflated
public expectations that eventually fail to be realized. After
the early "peak of inflated expectations" comes a "trough of
disillusionment," followed by a "slope of enlightenment,"
which eventually reaches a "plateau of productivity." [9]

Generative Al is rapidly improving, primarily driven by
the increasing size of language models, more data, and
greater computing power, while neural network architecture
plays a smaller role. Al is being used to support humans,
improving efficiency, reducing costs, and enhancing product
quality. Smaller, more affordable Al models, like OpenAl’s
GPT-40 Mini, are being developed to optimize performance
and cut costs. There's also a growing emphasis on Al literacy
and workforce education to ensure ethical and effective use.
The Al revolution will evolve gradually, transforming human
activities without replacing them. [9]

VIII. CONCLUSION

Generative Al has demonstrated immense potential in
revolutionizing business operations, offering a wide array of
benefits ranging from increased efficiency to enhanced
customer experiences. By automating routine tasks,
personalizing customer interactions, and enabling innovation
at scale, Al-powered tools are helping businesses remain
competitive in an increasingly digital world. However, with
these advancements come significant challenges, particularly
in the areas of data privacy, algorithmic bias, and
accountability. As companies continue to adopt Al
technologies, it is imperative that ethical frameworks and
governance structures are established to ensure responsible
Al use.
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Moreover, the future of generative Al promises even  [7]
greater innovations, with multimodal models expanding the
horizons of what is possible in industries such as healthcare,
finance, and entertainment. Businesses that invest in Al today
are likely to be the frontrunners in the next wave of digital
transformation, but they must balance this innovation with a
commitment to ethical and transparent Al practices.

[8]
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Abstract—Oracle Application Express (APEX) is a powerful,
low-code development platform that enables the rapid creation
of scalable and secure enterprise applications. Integrating
seamlessly with Oracle databases, Oracle APEX provides a
user-friendly interface and robust functionality, making it an
attractive solution for businesses aiming to reduce development
time and costs. This paper explores the utilization of Oracle
APEX for various applications, including data analytics, project
management, and customer service, highlighting its versatility
and efficiency. Additionally, the integration of Oracle Machine
Learning (OML) within Oracle APEX is examined,
demonstrating how advanced analytics and machine learning
models can be developed and deployed to enhance business
operations. The discussion is contextualized with a practical
example of developing a weather prediction AutoML model
using historical data and visualizing real-time predictions
through an Oracle APEX application, showcasing the
platform's capability to streamline complex processes and drive
innovation in enterprise environments.

Keywords—Analytics, Oracle APEX, Oracle Cloud, Oracle
Machine Learning, AutoML, Weather Prediction

I. INTRODUCTION

The application of machine learning is becoming more and
more important for organizations seeking to utilize data-
driven insights to maintain a competitive advantage. The rapid
evolution of machine learning technologies has facilitated the
automation of complex analytical tasks, thereby enhancing
decision-making processes across various industries. The
motivation behind deploying machine learning models lies in
their ability to uncover hidden patterns within vast datasets,
predict future trends, and optimize operations. This
technological advancement is not merely a trend but a
necessity for companies aspiring to thrive in an increasingly
data-centric world [1].

Machine learning, a subset of artificial intelligence,
focuses on the development of algorithms that enable
computers to learn from and make predictions based on data.
This field encompasses various techniques, including
supervised learning, unsupervised learning, and reinforcement
learning, each designed to tackle different types of problems.
The significance of machine learning lies in its capacity to
transform raw data into actionable insights, automate
repetitive tasks, and enhance the accuracy of predictive
models [2]. As businesses accumulate ever-growing amounts
of data, the importance of machine learning continues to grow,
positioning it as a crucial part of modern analytics [1].

This is why Oracle Application Express (APEX) is
becoming an important tool for various companies. Oracle
APEX is a low-code data-centric development platform that
enables users to build scalable and secure enterprise
applications with minimal coding. This platform is
particularly attractive to companies due to its user-friendly

979-8-3503-8768-1/24/$31.00 ©2024 IEEE

interface, robust functionality, and seamless integration with
Oracle databases [3]. Organizations opt for Oracle APEX
because it allows for rapid application development, reducing
the time and cost associated with traditional software
development. Additionally, Oracle APEX's cloud-ready
architecture ensures that applications are easily deployable
and maintainable, providing businesses with a flexible and
efficient solution to meet their evolving needs.

Oracle APEX is not only valuable for analytics but also for
developing a wide range of applications. Its capabilities
extend beyond data analytics to include creating data entry
forms, dynamic reports, and interactive dashboards. Oracle
APEX can be used for managing projects, tracking customer
interactions, and even building complex transactional
applications that handle sales orders, inventory management,
and customer service requests. This versatility makes Oracle
APEX a comprehensive solution for companies looking to
address various business needs through a single, integrated
platform [4].

While Oracle APEX offers some data analytic
opportunities, more complex analyses often require the use of
Oracle Machine Learning (OML), a suite of machine learning
tools integrated within the Oracle ecosystem. OML
streamlines the creation, deployment, and management of
machine learning models, leveraging the computational
power of Oracle databases. This integration allows data
scientists and analysts to build models directly where the data
resides, enhancing workflow efficiency and ensuring data
security and governance [1]. By utilizing OML within Oracle
APEX, companies can conduct sophisticated analyses and
develop intelligent applications that drive innovation and
operational efficiency. For even better efficiency, deploying
solutions in Oracle Cloud Infrastructure provides scalability,
performance, and security, offering a robust and flexible
environment for running Oracle APEX and OML
applications and allowing businesses to scale resources
according to demand while protecting sensitive data [3].

We will show the process of training an OML model
utilizing AutoML feature directly within OCI on an example
of weather prediction, where we will develop models to
predict temperature, relative humidity, rain, snowfall, and
snow depth based on historic data from the preceding seven
days. Following the model training, we will create a simple
Oracle APEX application capable of visualizing these
predictions in real-time based on a specified date range. This
application will retrieve predictions from the trained models
through a REST API, showcasing the integration and practical
application of Oracle Machine Learning within OCI and
Oracle APEX. The reason why we have chosen this use case
is that weather forecasting had been widely studied, with
numerous models and methods applied to predict variables
such as temperature, humidity, precipitation, and snow

- 515 -



1. Pastierik e Deploying Oracle Machine Learning AutoML Models for Oracle APEX Analytics

metrics, leveraging machine learning techniques to enhance
prediction accuracy [5]. Another reason is, that the data and
prediction results are quite easy to understand and interpret.

II. Introduction to Oracle APEX

Oracle Application Express (APEX) is an enterprise low-
code application development platform developed by Oracle
Corporation, evolving since the early 2000s. Created by Mike
Hichwa, APEX simplifies cloud, mobile, and desktop
application creation through a web-based IDE featuring
wizards, drag-and-drop layout, and property editors. It is a no-
cost feature of the Oracle Database, available on Oracle Cloud
services, including the Autonomous Database Cloud Services.
The latest version, 24.1, was released on June 17, 2024, with
a complete history of changes available on Oracle’s website
[6]. Currently Oracle APEX is available in Oracle Cloud Free
Tier [7].

Designed for scalable, secure, and feature-rich enterprise
applications, Oracle APEX allows developers and business
users to rapidly build and deploy applications that leverage
Oracle databases' capabilities. Its user-friendly interface and
extensive functionality make it an attractive solution for
organizations aiming to streamline their application
development processes and boost productivity. The intuitive
drag-and-drop interface simplifies the development process,
enabling quick web-based application design with pre-built
components and templates, thereby lowering the barrier for
non-technical users and accelerating development timelines

[8].

Oracle APEX’s seamless integration with Oracle
databases ensures efficient data access and manipulation,
leveraging Oracle’s robust data processing capabilities for
handling large data volumes and delivering high-performance
outcomes. This integration also enhances data security and
integrity by inheriting Oracle databases' advanced security
features [9]. The platform's cloud-ready architecture allows
businesses to deploy applications on-premises or in the cloud,
offering scalable and resilient solutions that meet modern
enterprises' dynamic needs [10]. Furthermore, Oracle APEX
supports a wide range of data analytics and reporting
capabilities, enabling interactive dashboards and data
visualizations that drive informed decision-making and
operational efficiency [8].

III. ORACLE MACHINE LEARNING

Oracle Machine Learning (OML) is an integrated suite of
tools and technologies designed to streamline the
development, deployment, and management of machine
learning models within the Oracle ecosystem. By leveraging
the robust computational power of Oracle databases, OML
enables data scientists and analysts to build sophisticated
models directly where the data resides, thus eliminating the
need for extensive data movement and reducing latency. This
in-database machine learning approach ensures high
performance and scalability, making it suitable for handling
large datasets and complex analytical tasks typical in
enterprise environments [1].

OML offers a variety of machine learning algorithms and
techniques, including classification, regression, clustering,
anomaly detection, and time series analysis. These algorithms
are optimized for use within Oracle databases, providing
efficient and scalable solutions for diverse business problems
[11]. Additionally, OML supports automated machine

learning (AutoML) capabilities, which help streamline the
model development process by automating tasks such as
feature selection, algorithm selection, and hyperparameter
tuning. This automation accelerates the creation of accurate
models and makes advanced analytics more accessible to
users with varying levels of expertise [12].

One of the key advantages of Oracle Machine Learning is
its seamless integration with other Oracle products and
services. For instance, OML can be used in conjunction with
Oracle Autonomous Database, Oracle Analytics Cloud, and
Oracle APEX to create comprehensive data-driven
applications. Deploying OML models in Oracle Cloud
Infrastructure (OCI) offers additional benefits such as
scalability, high availability, and performance. OCI provides
a resilient and flexible environment that can scale resources
dynamically based on demand, ensuring that machine learning
applications remain responsive and efficient. The integration
of OML with OCI also facilitates the deployment of machine
learning models as RESTful services, enabling easy
consumption by other applications and services, which is
particularly valuable for developing real-time predictive
applications and integrating machine learning insights into
business processes [1].

IV. DATASET DESCRIPTION

For weather prediction, we will use dataset built using
Open-meteo API [13]. Through this API we have collected
historic meteorologic data from weather stations situated near
every regional city in Slovakia. These regional cities consist
of Bratislava, Trenéin, Trnava, Nitra, Zilina, Banska Bystrica,
PreSov, and KosSice. The data retrieved from these weather
stations includes measurements of temperature, relative
humidity, snowfall, rain, and snow depth in hourly interval
from January 1, 2012, to December 31, 2023, that is 105 192
measurements of temperature, relative humidity, snowfall,
rain, and snow depth.

The data is organized into a data model, as seen in Fig. 1,
consisting of two tabless WEATHER DATA and
WEATHER LOCATIONS. The WEATHER LOCATIONS
table contains information about the position of weather
stations, their altitudes, and descriptions, which represent the
names of the regional cities closest to the weather stations. The
WEATHER DATA table contains records of temperature,
relative humidity, rain, snowfall, and snow depth for these
individual weather stations, along with timestamps indicating
when the data was measured. This data was loaded directly
into the database from CSV files downloaded from the Open-
meteo API using Oracle APEX's data workshop.

JWEATHER_DATA

- SWORK.WEATHER_LOCATIONS

TEMPERATURE MBER {41 P * LOCATION_ID
RELATIVE_HUMIDITY 3 LATITUDE
RAIN » b LONGITUDE
SNOWFALL ELEVATION
SNOW_DEPTH DESCRIPTION

$YS_C0026872 (LOCATION_ID, TIME) SY5_C0026873 {LOCATION_ID)

< LOCATION_ID_FK (LOCATION_ID}

Fig. 1. Data model for storing data from weather stations.

For simplicity, this study focuses exclusively on the
weather station near the regional city of Zilina, which has
location id equal to 0. All models are trained only on the data
related to Zilina, providing a detailed and localized analysis of
weather patterns for this specific area. This approach allows
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for a more concentrated examination of the prediction models
and their accuracy in forecasting weather conditions based on
historical data from Zilina.

V. TRAINING AUTOML MODELS

Training of AutoML models and all examples will be
showed directly in Oracle Cloud Infrastructure. Before we
begin with the training of models, we first need to provision
database inside of OCIL For our purposes, we have
provisioned Oracle Autonomous Transaction Processing
Database. Next, we created OML user with role of OML
developer, Oracle APEX user, and Oracle APEX workspace.
Here it is necessary for the OML user to have role OML
developer and not OML administrator, otherwise it would not
be possible for the user to deploy models. Now when we have
our OML user ready, we can proceed by creating the first
model using AutoML UL

A. AutoML Overview

The AutoML Ul in Oracle Machine Learning is a no-code
solution designed to automate machine learning model
creation, enhancing productivity and potentially increasing
model accuracy and performance. AutoML Ul automates
essential steps in the machine learning workflow, including
algorithm selection, adaptive sampling, feature selection,
model tuning, and feature prediction impact, allowing
business users without extensive data science expertise to
efficiently create and deploy machine learning models [12].

To begin using AutoML UI, users can create an
experiment by specifying the data source, prediction target,
and prediction type. The experiment ranks models by quality
based on selected metrics, allowing users to deploy the best
models or generate a Python notebook with the settings used.
Supported metrics for classification include Balanced
Accuracy, ROC AUC, and F1 scores, while regression metrics
include R2, Negative Mean Squared Error, and Negative
Mean Absolute Error. AutoML UI provides tools for
monitoring and managing experiments, such as a progress bar,
options for faster results or better accuracy, and a leaderboard
showing top-performing models with detailed information,
including prediction impact and confusion matrices. The
features grid displays statistical information for the selected
table, highlighting the target column and showing feature
importance, which helps in understanding the model's
behavior and improving its accuracy. Overall, Oracle's
AutoML UI simplifies the machine learning process by
automating complex tasks and providing intuitive tools for
model creation and deployment, making it accessible to users
across various skill levels and enabling them to derive
valuable insights from their data efficiently.

B. AutoML Supported Classification Algorithms

1) Decision Tree: A Decision Tree is a model that splits
the data into branches to make predictions based on feature
values. It is easy to interpret and can handle both numerical
and categorical data. The model creates a tree-like structure
where each node represents a decision rule, and each branch
represents the outcome of the rule [14].

2) Generalized Linear Model (GLM): GLM is an
extension of linear regression that allows for response
variables that have error distribution models other than a
normal distribution. It supports various link functions to
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model different types of response variables, making it
flexible for various types of classification problems [14].

3) Generalized Linear Model (Ridge Regression): This
version of GLM incorporates ridge regression to handle
multicollinearity among predictor variables. It adds a penalty
term to the loss function to shrink the coefficients, which
helps in improving the model's generalization by reducing
overfitting [14].

4) Neural Network: A Neural Network is a computational
model inspired by the human brain, consisting of layers of
interconnected nodes (neurons). It is capable of learning
complex patterns from the data and is particularly useful for
handling non-linear relationships and high-dimensional data
in classification tasks [14].

5) Random Forest: Random Forest is an ensemble
learning method that constructs multiple decision trees during
training and outputs the mode of the classes for classification.
It improves prediction accuracy and controls overfitting by
averaging the results of multiple trees, each trained on
different parts of the data [14].

6) Support Vector Machine (Gaussian): A Support
Vector Machine (SVM) with a Gaussian (or Radial Basis
Function) kernel is a powerful regression model that finds the
optimal hyperplane to separate different classes. The
Gaussian kernel allows the model to handle non-linear
relationships by mapping the input features into higher-
dimensional space [13].

7) Support Vector Machine (Linear): An SVM with a
Linear kernel is used for linearly separable data, finding the
best hyperplane that maximizes the margin between classes.
It is efficient and works well with large feature spaces but
may not perform well with non-linear data [14].

C. AutoML Supported Regression Algorithms

1) Generalized Linear Model (GLM): For regression
tasks, GLM extends linear regression to model different types
of response variables, including those with non-normal error
distributions. It supports various link functions to handle
different types of dependent variables, making it versatile for
regression analysis [14].

2) Generalized Linear Model (Ridge Regression): In the
context of regression, this version of GLM applies ridge
regression to address multicollinearity by adding a
regularization term to the loss function. This technique helps
to improve model generalization and reduce overfitting by
shrinking the coefficients [14].

3) Neural Network: Neural Networks for regression tasks
are used to model complex relationships between input
features and a continuous target variable. They consist of
layers of interconnected nodes that can learn non-linear
patterns and interactions, making them suitable for complex
regression problems [14].

4) Support Vector Machine (Gaussian): An SVM with a
Gaussian kernel for regression, known as Support Vector
Regression (SVR), aims to find a function that deviates from
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the actual observed values by a value less than a specified
margin. The Gaussian kernel allows the model to capture
non-linear relationships between the features and the target
variable [14].

5) Support Vector Machine (Linear): Support Vector
Regression (SVR) with a Linear kernel is used for linear
regression tasks. It finds a linear function that fits the data
while minimizing the prediction error within a specified
margin. It is efficient for problems where the relationship
between features and target is linear [14].

D. Preparing training data

Before we begin with the training of models itself, we need
to create table with training data:

CREATE TABLE WEATHER PREDICTIONS OML TRAIN
AS
SELECT * FROM

(SELECT time, rain, relative humidity, snowfall, snow_depth,

temperature,

LAG(rain, 1) OVER(ORDER BY time) RAIN lag 1,

LAG(rain, 2) OVER(ORDER BY time) RAIN_lag 2,

LAG(temperature, 6) OVER(ORDER B time)
TEMPERATURE lag_6,

LAG(temperature, 7) OVER(ORDER BY time)
TEMPERATURE lag_7

FROM (

SELECT TRUNC(time, 'DD') time,
ROUND(AVG(temperature), 2) temperature,
ROUND(AVG(relative_humidity), 2) relative_humidity,
ROUND(SUM(rain), 2) rain,

ROUND(SUM(snowfall), 2) snowfall,
ROUND(AVG(snow_depth), 2) snow_depth
FROM WEATHER _DATA
WHERE location_id =0 AND
time <TO_DATE('1.1.2023','DD.MM.YYYY")
GROUP BY TRUNC(time, 'DD") )

)
WHERE TEMPERATURE lag 7 is not NULL;

This  select  statement  creates new  table
“WEATHER_PREDICTIONS OML_TRAIN”, by selecting
and transforming data from the “WEATHER DATA” table.
It aggregates temperature, relative humidity, rain, snowfall,
and snow depth, on a daily basis, which is necessary, because
we only have hourly intervals of measurements, but we need
daily intervals. This aggregation is only done for weather
station near Zilina (location_id = 0) up to January 1, 2023,
exclusive. The outer query introduces lagged variables, using
the LAG analytical function to include weather data from up
to seven days prior, which is essential for training AutoML
models on time series. The final WHERE clause ensures that
only rows with non-null values for the seven days prior
(“TEMPERATURE lag 7°) are included, ensuring
completeness of the lagged data for model training purposes.

“WEATHER_PREDICTIONS OML TRAIN” table has
4011 rows, with represents the size of training dataset.
E. Training Process and Results of Models

All models were trained using

“WEATHER _PREDICTIONS OML_TRAIN” table as train
data and all models were trained as regression models,
because we want to predict specific values of different
weather variables. As metric we use Mean Squared Error, and
we select three best algorithms for each model based on their
Mean Squared Error value.

1) Temperature Prediction Model: Fig. 2 shows a table
listing the algorithms, model names, and their Mean Squared
Error (MSE) values. The top two algorithms are Generalized
Linear Model and Generalized Linear Model (Ridge
Regression) with slightly different configurations, having
MSE values of 3.8309 and 3.8310 respectively. The third
algorithm is a Neural Network model with an MSE of 3.8563.
These MSE values indicate that the GLM models performed
slightly better in terms of prediction accuracy compared to
the Neural Network model.

Algorithm < Model Name < Mean Squared Error
Generalized Linear ... GLM_B755EAAGT1 3.8309
Generalized Linear ... GLMR._4B5699B119 3.8310

Neural Network MNN_E9CC457F73 3.8563

Fig. 2. Temperature prediction model algorithm leaderboard.

Fig. 3 details the prediction impact for the best-
performing model, GLM B755EAA611. The prediction
impact measures how much each input feature influences the
model's predictions. For this GLM model, the feature
“TEMPERATURE lag 1” has the highest impact on
predicting  the target  variable, followed by
“TEMPERATURE lag 2” and “TEMPERATURE lag 3.
Other  features like “SNOW_DEPTH lag 4” and
“SNOW_DEPTH lag 6” have lesser influence. This
suggests that recent past temperatures (up to three days prior)
are the most significant predictors for the current
temperature, whereas the influence of snow depth and other
features is relatively minor.

Model Detail - GLM_B755EAA611

Name < Prediction Impact

TEMPERATURE lag_1 ——
TEMPERATURE lag_2 o
TEMPERATURE lag_3 I

SNOW_DEPTH_lag_4 I

SNOW_DEPTH_lag_6

Fig. 3. Highest prediction impact features in best temperature prediction
algorithm.

2) Relative Humidity Prediction Model: In Fig. 4, we can
see that the best algorithm for predicting relative humidity is
Neural Network model with MSE values of 47.2749,
Generalized Linear Model and Generalized Linear Model
(Ridge Regression) are slightly worse.

Algorithm < Model Name < Mean Squared Error
Neural Network NN_6510059C25 47.2748
Generalized Linear ... GLM_7F1469E1D3 47.4345
Generalized Linear ... GLMR_D4B302AC44 47.4348

Fig. 4. Relative humidity prediction model algorithm leaderboard.
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In Fig. 5, we can see, that, the most important features
when it comes to  prediction impact  are
“RELATIVE HUMIDITY lag 17, with quite high
significance and then “TEMPERATURE lag 2” and
“TEMPERATURE lag 1” with slightly lower significance.
Influence of other features is minor.

Model Detail - NN_6510059C25

Name < Prediction Impact >

RELATIVE HUMIDITY lag 1 (I AREDEEEIR
TEMPERATURE lag_2 [
TEMPERATURE lag_1 =
SNOW DEPTH lag 1 I

TEMPERATURE lag_3 I

Fig. 5. Highest prediction impact features in best relative humidity prediction
algorithm.

3) Rain Prediction Model: In case of rain prediction
model the best algorithm is Neural Network model with MSE
of 16.3944. All top three models can be seen in Fig. 6.

Algorithm < Model Name < Mean Squared Error -~

Neural Network NN _DBDCDF451A 16.3944
Generalized Linear ... GLMR_AS0BA955E2 16.6687
Generalized Linear ... GLM_FC0310BCAC 16.6738

Fig. 6. Rain prediction model algorithm leaderboard.

Five most important features are
“TEMPERATURE lag 17, “RAIN lag 17,
“SNOW_DEPTH lag 57, “SNOW_DEPTH lag 6” and

“TEMPERATURE lag 2” as seen in Fig. 7.
Model Detail - NN_DBDCDF451A

Name < Prediction Impact >

TEMPERATURE lag_1 L]
RAIN lag_1 ]
SNOW_DEPTH lag_5 |
SNOW_DEPTH lag 6 |
TEMPERATURE lag_2 [ |

Fig. 7. Data model for storing data from weather stations.

4) Snowfall Prediction Model: Best algorithm in
leaderboard is Neural Network algorithm with MSE of
0.8237, rest of algorithms and their MSE could be seen in Fig.
8.

Algerithm Model Name < Mean Squared Error ~
Neural Network NN_A527D5F87D 0.8237
Generalized Linear ... GLMR_276ECEA277 0.8285
Generalized Linear ... GLM_D3AG72AASD 0.8286

Fig. 8. Snowfall prediction model algorithm leaderboard.
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Most significant feature is “SNOWFALL lag 1”.
Features “SNOW_DEPTH_lag 27,
“RELATIVE_HUMIDITY lag 5,
“TEMPERATURE lag 1” and “SNOW_DEPTH lag 7~
are less significant, but still important, as seen in Fig. 9.

Model Detail - NN_A527D5F87D

Name < Prediction Impact

SNOWFALL_lag_1
SNOW_DEPTH_lag_2 | |
RELATIVE_HUMIDITY lag.s [
TEMPERATURE lag_1 ]
SNOW_DEPTH_lag_7 ]

Fig. 9. Highest prediction impact features in best snowfall prediction
algorithm.

5) Snow Depth Prediction Model: MSE of all models are
the same and have value of 0.0001. We have chosen first
model from the ranking seen in figure, even though they are
practically the same.

Algorithm Model Name T Mean Squared Error  ~

Generalized Linear Model (Ridge Regression) GLMR_9A4F997578 0.0001

Generalized Linear Model GLM_0ADBD3F465 0.0001

Support Vector Machine (Linear) SVML_554AD80EC6  0.0001

Fig. 10. Snow depth prediction model algorithm leaderboard.

When it comes to prediction impact of features,
“SNOW_DEPTH_lag 17 is the most significant feature, rest
of features are nearly insignificant as seen in Fig. 11.

Model Detail - GLMR_9A4F99757B

Name < Prediction Impact >

SNOW_DEPTH_lag_1 |

SNOW_DEPTH_lag_2 |
TEMPERATURE lag 1
SNOW_DEPTH_lag_3
SNOW_DEPTH_lag_4

Fig. 11. Highest prediction impact features in best snow depth prediction
algorithm.

F. Deploying Models in OML

Models inside AutoML UI can be deployed directly by
selecting the model we want to deploy and pressing deploy
button. Here all we need to do is to fill the name of the model,
URI, version, namespace and optionally, it is also possible to
write comments for the model.

After deploying the model, it is possible to look at model
metadata, where it is possible to find all necessary
information about model REST API endpoint, so all
important information about getting predictions from model.
All deployed models can be accessed from external sources
by using following URL: “<oml-cloud-service-location-
url>/omlmod/v1/deployment/<model-URI>".
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This way we have deployed models for prediction of
temperature, relative humidity, rain, snowfall and snow
depth.

VI. DEPLOYING AUTOML MODELS IN ORACLE APEX

Deploying AutoML models in Oracle APEX is
straightforward thanks to its robust support for REST API
integration. APEX, a low-code development environment,
allows applications to communicate with machine learning
models deployed in AutoML UI via REST API calls. This
enables APEX applications to fetch real-time predictions
from AutoML models, integrating advanced machine
learning capabilities seamlessly. Let us now look at the basics
of getting the predictions from models.

A. Retrieving Oracle Authorization Token

To retrieve the Oracle Authorization Token necessary for
accessing Oracle Machine Learning (OML) services, we send
a request to the URL: “<oml-cloud-service-location-
url>/omlusers/api/oauth2/v1/token”. The request must
include the header:

"grant_type": "password",
"username": "<your-OML-user-username>",
"password": "<your-OML-user-password>"

}

"inputRecords": [{
"RAIN lag 1": #RAIN_lag 1#,
"RAIN _lag 2": #RAIN_lag 2#,
"TEMPERATURE _lag_6": #TEMPERATURE _lag_6#,
"TEMPERATURE lag 7": #TEMPERATURE lag 7#

3,

"topN": #topN#,

"topNdetails": #topNdetails#
}

C. Passing Data to Prediction Models

Passing data to prediction models can be achieved by
creating a function called “predict temperature automl”,
which allows various lagged weather parameters to be
inputted and provides real-time predictions. This function
constructs a set of parameters, retrieves the authorization
token from the “OML_TOKEN” table, and then makes a
REST API call to the prediction model. The function adds
necessary parameters such as the authorization token and
weather variables lag values into a parameter object. It then
executes the REST API call, retrieves the response, extracts
the predicted temperature value from the JSON response, and
returns it rounded to two decimal places:

This token is valid for one hour. To streamline this
process, the token is automatically synchronized into the
“OML_TOKEN?” table on an hourly basis. This setup ensures
that a new token is fetched and replaces the existing one in
the “OML TOKEN” table every hour, maintaining
uninterrupted access to OML services.

B. Configuring REST API Sources for Prediction Model

First, it is important to increase the rate limit for API calls
in Oracle APEX. Default rate limit in Oracle APEX is 1000,
which is not enough. It is possible to increase or disable these
rate limits within the Oracle APEX workspace settings.

Once the rate limits are appropriately configured, the next
step involves creating REST Sources within Oracle APEX.
The REST Source will utilize the URL: “<oml-cloud-service-
location-url>/omlmod/v1/deployment/<model-URI>/score”
to connect with the deployed prediction model. This setup
allows Oracle APEX to communicate directly with the OML
model for real-time predictions.

To create a REST Source in Oracle APEX through Shared
Components, it is required to navigate to Shared Components
in the Oracle APEX application builder, and here find REST
Data Sources, Next, provide a meaningful name and
importantly “static_id” for your REST Data Source, which
will be used for accessing this data source in SQL. As base
URL we will use “<oml-cloud-service-location-url>", and as
URL path prefix: “omlmod/vl/deployment/<model-
URI>/score”. Inside operations, we need to use POST
operation since predictions need to be retrieved through a
POST call and choose.

Next, we add the necessary headers for the authorization
token by creating parameter of type HTTP Header with name
Authorization. This parameter will be dynamically filled by
the token from “OML_TOKEN” table. In the body of the
POST request, include the input data for the prediction model
structured as follows:

CREATE OR REPLACE FUNCTION predict_temperature_automl(
p_model VARCHAR2,
p_rain _lag 1 NUMBER,
p_rain_lag 2 NUMBER,
p_temperature_lag 6 NUMBER,
p_temperature lag 7 NUMBER
) RETURN NUMBER IS
| params apex_exec.t_parameters;
1 token CLOB;
1 json_string CLOB;
1 regression NUMBER;
BEGIN
SELECT 'Bearer ' || ACCESSTOKEN INTO 1_token
FROM OML TOKEN;
apex_exec.add_parameter(l_params, 'Authorization', 1_token);
apex_exec.add_parameter(l_params, 'topN', 35);
apex_exec.add_parameter(l_params, 'topNdetails', 35);
apex_exec.add_parameter(l_params, 'RAIN lag 1',
format_number(p_rain lag_1));
apex_exec.add_parameter(l_params, 'RAIN lag 2',
format_number(p_rain lag_2));
apex_exec.add_parameter(l_params, TEMPERATURE lag 6',
format_number(p_temperature_lag_6));
apex_exec.add_parameter(l_params, TEMPERATURE lag 7',
format_number(p_temperature_lag_7));
apex_exec.execute_rest_source(
p_static_id => p_model,
p_operation =>'POST!',
p_parameters =>1_params
)
1 json_string := apex_exec.get parameter clob(l_params,
'RESPONSE));
1 regression := JSON_VALUE(]_json_string,
'$.scoringResults[0].regression');
RETURN ROUND(I_regression, 2);
END;
/

This function begins by declaring necessary local
variables to hold parameters, the authorization token, the
JSON response, and the final regression value. It retrieves the
authorization token from the “OML_TOKEN” table,
concatenates it with the “Bearer” prefix, and stores it in
“l_token”. The function proceeds by adding the authorization
token and other parameters, including “topN” and
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“topNdetails”, to the parameter object “1 params”. It then
formats and adds each of the weather parameter inputs to
“l params”. Using the ‘“apex_exec.execute rest source”
procedure, the function makes a POST request to the REST
Data Source associated with the prediction model specified
by “p_model”, which will contain static id of REST Data
Source, that we want to call. After executing the request, it
retrieves the JSON response string and parses it to extract the
predicted temperature value using the “JSON_VALUE”
function, which it then rounds and returns. To utilize the
“predict_temperature_automl” function, it can be called
within the SELECT clause of an SQL query, passing in the
appropriate model static id and lagged weather parameters.
This allows for seamless integration of real-time model
predictions into SQL queries, facilitating data-driven
decision-making and analysis. This approach simplifies the
process of obtaining predictions from machine learning
models and makes it accessible through standard SQL
operations.

D. Prediction Results

The data shown in the charts are testing data consisting of
358 measurements from the weather station of Zilina
spanning across year 2023. The models were trained using
AutoML UI in faster results mode, based on measurements
from the prior 7 days. The charts display both the real values
and the predictions for various weather parameters:
temperature, humidity, rain, snowfall, and snow depth. The
performance of the models can be evaluated by comparing
the predicted values to the actual measurements.

In the temperature chart seen in Fig. 12, the model
predictions closely follow the real temperature values,
indicating that the model is well-calibrated for temperature
prediction. The model captures the seasonal variations and
the overall trend accurately, which suggests that the training
data and the features used were appropriate for predicting
temperature.

Temperature

= Real
Prediction

Fig. 12. Visualisation of real and predicted temperature values.

The humidity chart in Fig. 13 also shows a good fit
between the real and predicted values. The predictions are
generally in line with the actual humidity measurements,
demonstrating the model's ability to capture the day-to-day
fluctuations in humidity. This indicates that the model is
effective in predicting humidity based on the prior 7 days of
measurements.
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Fig. 13. Visualisation of real and predicted relative humidity values.

For rain in Fig. 14, the predictions are less accurate. While
the model captures some of the spikes in rain, it often
incorrectly estimates the actual amount of rain. This
discrepancy might be due to the inherently sporadic and
unpredictable nature of rain, which can be challenging for
models to predict accurately based on historical data alone,
especially with only basic weather variables.

Rain

3.00 = Real
Prediction

mm

01.01.2022 01.03.2023 01.05.2023 01.07.2023 01.09.2023

Fig. 14. Visualisation of real and predicted rain values.

In the snowfall chart in Fig. 15, the model does not
accurately correspond to actual measurements. This could be
because snowfall is a relatively rare event, and the model
might not have had enough training examples to learn the
patterns effectively. The sporadic nature of snowfall events
makes it difficult for the model to predict them accurately.

Snowfall

= Real

cm

100 Prediction

01.01.2023 01.03.2023 01.05.2023 01.07.2023 01.09.2023 01.11.2023
Fig. 15. Visualisation of real and predicted snowfall values.

The snow depth chart in Fig. 16 shows that the model
successfully captures the actual snow depth accurately. This

suggests that the model can capture the complexity of factors
that influence snow accumulation and melting.

Snow Depth

m
g

01.01.2023 01.03.2023 01.052023 01.07.2023 01092023 01.11.2023

Fig. 16. Visualisation of real and predicted snow depth values.

Overall, while the models perform well for temperature,
humidity and snow depth, they struggle with rain and
snowfall predictions. The variability and rarity of these
events, combined with possibly insufficient training data for

- 521 -



1. Pastierik e Deploying Oracle Machine Learning AutoML Models for Oracle APEX Analytics

such events, likely contribute to the poorer performance in
these areas.

VII. CONCLUSION

In conclusion, utilizing the AutoML Ul for deploying and
integrating machine learning models within Oracle APEX
offers a streamlined and efficient approach to analytics. The
AutoML UI significantly reduces the complexity and time
required for model development by automating critical tasks
such as algorithm selection, feature selection, and model
tuning. This no-code solution is particularly advantageous for
business users and analysts who may not have a deep
background in data science, enabling them to build and
deploy sophisticated models with ease.

On the downside, the AutoML UI operates as a black box,
meaning users have limited visibility into the internal
workings of the models it generates. This lack of transparency
can be both a strength and a weakness. As an advantage, it
abstracts the complexity of machine learning algorithms,
making them accessible to non-experts. Conversely, the
black-box nature may be a disadvantage for those who
require detailed insights into the model or need to customize
specific aspects of the modeling pipeline. Also, another
limitation is, that AutoML UI models can only have a single
output, so you can’t for example predict both temperature and
humidity in the same model. Overall, while AutoML UI
makes the access to advanced machine learning capabilities
easier and integrates seamlessly with Oracle APEX, it is
essential to be aware of its limitations and the trade-offs
involved in using a black-box system for model generation
and deployment.
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Abstract—This study explores the application of data-driven
decision-making tools for users with limited technical expertise,
focusing on the usability and effectiveness of Power BI and Oracle
Analytics in real estate investment scenarios. A custom dataset
of real estate transactions in Zilina, Slovakia, was collected
and preprocessed to evaluate how these platforms enable non-
programmers to perform data transformation, analysis and
predictive modeling. Both tools were assessed on their ability to
handle common data processing tasks, train predictive models,
and generate actionable insights. Results show that while Power
BI is more intuitive for data preprocessing, Oracle Analytics
excels in model training and prediction. Combining the strengths
of both platforms could provide a comprehensive solution for
users with limited technical skills. This research offers practical
recommendations for selecting and using these analytics tools in
real-world decision-making contexts, particularly in the domain
of real estate investment.

Index Terms—Power BI, Oracle Analytics, data analytics,
decision-making, real estate, non-programmers

I. INTRODUCTION

We make a number of decisions every day. Some are minor
and their impact is not that significant (“Which phone should I
buy?”). In other cases, they are very important decisions whose
consequences can reach far into the future ("Which property
should I invest my money in?”). It is in the individual’s interest
to make the right decisions. However, this is not so simple.
There are many ways in which the decision-making process
can be approached [1].

One of the decision-making approaches is data-driven
decision-making, which has found its application in many
industries including, for example, business [2], healthcare
[3] or education [4], [5]. Data-driven decision-making is not
only reserved for industry and business [6], where the right
data-driven decision-making leads to increases in output and
productivity [7] but with the right data it can also benefit
individuals. Duggan [8] believes that a large portion of user
decision-making problems can be solved using simple models
in conjunction with access to lots of data. Predictive models
are inherently linked to making good decisions. These often
provide the opportunity to get at least an approximate pic-
ture of important characteristics that would otherwise remain
hidden.

Obtaining the right data to make decisions is not as difficult
as it was in the past. The barrier today is represented primarily

979-8-3503-8768-1/24/$31.00 ©2024 IEEE

2™ Michal Kvet
Faculty of management science and informatics
University of Zilina
Zilina, Slovakia
Michal Kvet@fri.uniza.sk

by data analysis, data processing, feature engineering and
the design of appropriate prediction models. For people with
experience in programming or for data scientists it is no
problem at all. However, making good decisions should not be
accessible only to a narrow group of people. This capability
should be available to everyone. With the development of new
technologies, this is becoming possible. Thanks to available
analytics tools like Power BI [9] or Oracle Analytics [10],
anyone can conveniently analyse the collected data, visualise
it, make simple predictions and make better decisions based
on it. These platforms are primarily designed for business
analysts, data scientists and IT professionals. But can less tech-
savvy users also use them to process their data, predict values
and make data-driven decisions?

This research is intended to explore the opportunities that
can be used by users without programming skills to make
data-driven decisions. It focuses primarily on how accurate
predictions can be obtained using available analytical tools
(namely Power BI and Oracle Analytics). The focus is on the
ease of making these predictions, as it is expected that users
without a background in programming or data analytics will
not have the necessary knowledge to manually create advanced
models and tune their parameters. Secondly, this study focuses
on whether and how these analytical tools can be used to
transform and preprocess the data needed to train the available
prediction models.

The focus of the research is to make it as close as possible
to real-life use cases. For this reason, the selection of an
investment real estate was chosen as the use case. In order to
make the study as close as possible to real-world conditions,
no existing real estate dataset was used, but a custom dataset
was collected from a local real estate advertiser’s website. This
ensured that the study addressed data processing issues that a
user may encounter in common practice. Some of the most
common problems include inconsistencies between column
names carrying the same information, removing duplicate
rows, extracting data from columns, removing outliers, and
others. Therefore, the study focuses on whether and how these
problems can be solved on the chosen platforms.

As mentioned previously, predictive models and associated
value predictions are also an important tool for analysis and
can be used to provide additional information in the decision-
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making process. Therefore, this study focuses on whether the
selected platforms make it possible to easily create prediction
models and what this creation process looks like.

II. USE CASE - REAL ESTATE INVESTING

These days, investing is becoming more and more popular.
There are many opportunities in which we can invest money.
For many people, ETFs and shares are too abstract and
therefore they prefer to avoid investing in them. Such investors
prefer to invest in something tangible and easy to understand.
For example, commodities, artwork or real estate fall into this
category. Real estate in particular represents a very interesting
investment opportunity, not only for conservative investors
but also for investors who want to diversify their portfolio.
However, choosing the right property is not as easy as it
may seem at first sight. First of all, you need to choose
a region with a growing population - buying an investment
property in areas where people are moving away is not the
best investment decision. Once you have chosen a suitable
area, you still haven’t won. Even within cities with growing
populations, there are suitable and less suitable locations for
living. When we choose the wrong location, we run the risk
that our investment will not achieve the expected returns. An
important parameter is whether the real estate is located near
the city centre, public transport stops or, on the contrary,
whether it is far enough away from an air polluting factory or
a landfill.

After selecting a suitable location in the region, you still
need to choose the right real estate. Each has certain pa-
rameters with varying degrees of importance. Each parameter
has its specific weight on the overall price of the property
and also on the rental price at which the property could be
offered. In order to maximise the return on the investment,
we need to choose the right property with the right price and
a high enough potential rental price. However, the question
is what is the right price for the property and what rental
prices we can expect for it. Here we can use the analytical
tools and mathematical models that are available to help us
approximate the right prices. With the right model, we are able
to predict reasonable prices given the parameters and location
of the property and also identify properties that are selling
below their value. If we have rental data, we can also create a
mathematical model that will predict the rental price. We can
apply this model to the data on the real estate being sold and
predict the potential rental income given the parameters of the
property. With this kind of data, we can make truly informed
decisions.

III. METHODOLOGY
A. Data Collection

As mentioned in the introduction, the real estate domain was
chosen for this study. Although there are a number of datasets
focusing on real estate, a new dataset was created as part of this
research. This decision was made to ensure that the research
reflects as closely as possible the real-world conditions that

ordinary users may encounter. For our purposes, we collected
data on sold and rented apartments located in the city of Zilina.

In order to obtain real estate data, a web scraper was devel-
oped and operated for several months on the website of a local
real estate advertiser. This was the site www.nehnutelnosti.sk.
Every 6 hours this tool crawled all the adverts that met the
specified criteria. As much property information as possible
was collected about each advert, along with additional details
such as the URL and the date the listing was last accessed. On
each pass, new data was saved to the MongoDb database. For
each advert, the URL was checked to see if it was already
in the database. If the URL of an advert was already in
the database, the last date and time that the data collector
encountered that advert was updated.

Although a bot was used to collect the data, which requires
some programming knowledge to create, and a MongoDb
database to store the data, thanks to user-friendly automation
tools such as Power Automate, it is possible even for a user
with no programming skills to build some form of such a
collector. Using similar tools, it is possible to extract data
from web pages on a regular basis and then store this data in
some sort of storage, e.g. excel sheets.

B. Data Enhancement

When making big decisions, as buying an investment prop-
erty certainly is, it is important to gather as much relevant
information as possible to help us in our decision-making. The
records collected included information about the GPS coordi-
nates of the property. Based on these coordinates, additional
data was extracted using the OpenStreetMap API. Specifically,
for each property, the distance to the nearest hospital, grocery
store, public transportation stop, and distance to the city center
were obtained. Other data could also be obtained in this way,
such as distance to schools, restaurants, and more. The user
has the possibility to add information about points of interest
according to his needs and preferences.

C. Dataset Information

As mentioned, two sets of data were collected. The first
focused on apartments sold in Zilina, the second focused on
rental apartments in Zilina. Both sets were extended with
additional information obtained through OpenStreetMap. The
data contained in these datasets date from February 2024 to
July 2024.

TABLE I
DESCRIPTION OF RAW DATASETS

Dataset
zilina_rent | zilina_sell
Number of Entries 1032 2049
Number of Columns 98 110

D. Used Analytical Platforms

The two platforms used in this study were Power BI
Desktop [11], [12] and Oracle Analytics Cloud. The effort was
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to find tools that would be available for free. This condition
is not met by Oracle Analytics Cloud, which requires a credit
to create an instance. The decision to select Oracle Analytics
Cloud was made because the May 2024 version of Oracle
Analytics Desktop was experiencing issues when training the
prediction model that could not be resolved. In the Oracle
Analytics Cloud version, the training of the prediction model
passed without issue.

The first platform used in this study is Power BI Desktop
version 2.131.901.0. Power BI is a powerful business analytics
tool developed by Microsoft that allows users to visualize
and analyze data with greater efficiency and understanding.
It provides interactive visualizations and business intelligence
capabilities with an intuitive interface that is simple enough
for end users to create custom reports and dashboards. Power
BI supports a wide range of data sources including databases,
spreadsheets, cloud services, local data warehouses, web APIs
or text files. It supports connecting to and retrieving data from
all widely used database platforms such as MS SQL, Oracle
Database, PostgreSQL and more. Data sources in this case can
also be Excel sheet files, CSV, JSON files and more. Power BI
also allows you to access and retrieve data from web pages
or web APIs, which makes it a powerful tool not only for
data analysis and visualization but also for automated data
retrieval and extraction. In terms of working with data, the
Power BI application can be divided into two basic parts. The
first part is for creating visualizations. The second part is the
Power Query tool [13]. The latter allows performing various
operations on data. Using it, data can be cleaned, transformed,
filtered and linked between different data sources.

The second platform used is Oracle Analytics Cloud. Oracle
Analytics is a comprehensive suite of business intelligence and
data analytics tools designed to help organizations make data-
driven decisions. The platform provides powerful features that
enable users to collect, process, analyze, and visualize data
from a variety of sources, making it easier to gain insights
and plan strategically. Oracle Analytics supports seamless
integration with a wide range of data sources, including
databases, cloud storage, and real-time streaming data. It also
allows loading files in various formats such as excel sheet,
CSV, txt but does not support loading and processing files
in JSON or XML formats. The tool can be divided into
several parts in terms of working with data, with Dataset,
Workbook and Data flow being three of the main ones. In
the Dataset section, you can load data from various sources,
transform columns, remove them, change their types, extract
data from them, join them with other data sources, add and
remove columns, change column names, and so on. Another
part is Data flow. This requires already a specific dataset to
work with on the input. The functionality of this part largely
overlaps with the functionality available in the Dataset part.
Also here it is possible to add and remove columns, add data
sources, rename them and so on. In addition, it allows you to
filter the data as needed and also to use the modified data to
create one of the pre-built machine learning models designed
for numerical prediction, classification or clustering [14]. The
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advantage of Data flows is that once a data flow is created, it
can be simply applied to new datasets with the same structure.
The last important part is the Workbook, which allows the
creation of different types of visualizations and reports.

E. Dataset Transformation

The raw datasets do not have the required format suitable for
creating a prediction model. The records need to be prepro-
cessed. Preprocessing, transformation and extraction of data
from dataset columns is performed using individual analytical
tools (Power BI, Oracle Analytics). However the main ideas
behind the processing steps are the same for each of the cases.

F. Predictive Model Training

After processing the datasets, the data will be used to
create prediction models that will predict rent levels given
the parameters of the property. Power BI does not include
any option for easy creation of prediction models, but it
can be used to construct at least a simple linear prediction
model. In the case of Oracle Cloud, the range of available
prediction models is wider. For numerical predictions, it
provides linear regression model, elastic net linear regression
model, random forest and decision tree. In the case of linear
regression, lasso or ridge regularization can also be used. Most
of these models provide hyperparameters that can be tuned.
The scikit-learn library is used to train the tuned models.
From this library, implementations for linear regression, linear
regression using lasso or ridge, decision tree, random forest
and k-nearest neighbors are used. For each model, a subset
of hyperparameters is selected and tuned using grid search.
The selected subset of hyperparameters, is identical to the
hyperparameters available in the models on Oracle Analytics
Cloud. The parameters obtained by tuning the models in scikit-
learn learn will also be used in the creation of the Oracle
Analytics Cloud models to see if the models need to be tuned
on these platforms or if they perform well enough with the
default settings.

Before the actual process of training the prediction model,
it is necessary to divide the data into training and test sets.
There are many recommendations that should be taken into
account when splitting the data. One of the most important
is data shuffling, which ensures that the data is random, thus
eliminating any natural order or structure that could bias the
performance of the model. This recommendation is exactly
what is needed to be ensured. When splitting the dataset, the
standard 80/20 ratio will be followed, i.e. 80% of the original
data will be used to train the model and the remaining 20%
will be used to test the model.

Data normalization is also an important step in preparing
data for prediction model training. It is assumed that less
technically savvy users who choose to use tools such as
Power BI to process the data and create a simple prediction
model will not have a mathematical background and therefore
normalization could contribute to confusion for these users. A
further complication is that normalized data is more difficult
for an inexperienced user to interpret. In order to be as close
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as possible to the realistic use of such tools by ordinary users,
this step will only be applied if it is easily achievable on the
platform. Oracle Analytics Cloud offers this option, so data
normalization will be applied during training of models with
partial hyperparameter tuning. In the case of models from the
scikit-learn library, normalization will also be applied.

IV. DATA PREPROCESSING

By examining the Table I it is possible to observe a mis-
match between the number of columns in each dataset. This
is due to the inconsistent structure of the advertisements. Not
every advert contained all the parameters. Another problem
is the inconsistency in the names of the parameters, which
provide the same information about the same key property
characteristic (or can be used to approximate or infer it), but
their names and types are different. Such columns need to be
merged into a single column and the original columns should
be removed from the dataset.

Datasets contain columns with a categorical feature. How-
ever, a prediction model based on linear regression is not able
to handle categorical variables. One solution is to transform
such a column containing a categorical feature into multiple
binary columns - this is an application of the one hot encoding
method.

Although data were collected systematically and efforts
were made to minimize duplicate records, duplication could
not be completely avoided. Advertisers often removed the
original record and then added it with the same parameters
(or changed the original name), thus changing the URL of
the advertisement. Since the URLs of the adverts were the
unique identifier of the record, once they were changed, it was
no longer possible to determine whether or not the property
was already in the database. Thus, URLs could not be used
to filter out duplicate rows. However, it can be assumed
that based on certain key parameters of the property (area,
price, GPS coordinates, etc.), duplicates can be identified and
subsequently removed.

To train good prediction models, it is necessary to have
good quality data that will not bias the model’s predictions
in a significant way. For this reason, it will be necessary to
identify any outliers at key features of the model and then
filter out these undesirable entries. A histogram will be used
to identify outliers and an eyeballing method will be used to
identify values that will then be filtered out.

The resulting datasets contain features that are irrelevant to
the prediction model, or there is only a small percentage of
records that have such a feature present. Such features need
to be removed from the datasets.

To build a prediction model, it is necessary that all the
attributes needed for prediction take not-null values. Thus, in
datasets it will be necessary to solve the problem of missing
data in columns. There are several ways to deal with missing
values. In this research, the simplest option is chosen, which
is to remove the records with missing value.

Performing these preprocessing steps results in datasets with
the following characteristics.

TABLE II
DESCRIPTION OF PREPROCESSED DATASETS

Dataset
zilina_rent | zilina_sell
Number of Entries 440 735
Number of Columns 42 42

After processing,
columns:

the datasets contain the following

« street - categorical feature - the street on which the real
estate is located. It is not used in predictions, but can be
used in visualizations.

« realEstateState - categorical feature - the state of the
real estate. It takes the values “Complete reconstruction”,
“Partial reconstruction”, “New building” and “Original
state”. This feature is not used in its original form for
predictions, but is suitable for use in visualizations and
data filtering.

« gps_cordsLatitude - decimal number - the latitude coor-
dinate of the real estate. It is not used in predictions but
can be used in creating visualizations.

« gps_cordsLongitude - decimal number - the longitude
coordinate of the real estate. It is not used in predictions
but can be used to create visualizations.

e area - decimal number - represents the area of the
property.

e priceNum - decimal number - in the case of the sold
flats dataset, this feature represents the sale price of the
property. In the case of the dataset on rented properties,
this attribute represents the rental price. The role of the
prediction model will be to predict the rental price.

« nearestHospitalDistance - decimal number - distance to
the nearest hospital.

« nearestGroceryDistance - decimal number - distance to
the nearest grocery store.

« nearestPublicTransportStopDistance - decimal number
- distance to the nearest public transport stop.

« cityCenterPositionDistance - decimal number - distance
from the city centre.

« numberOfParkingPlaces - whole number - number of
parking places.

« numberOfBalconies - whole number - number of bal-
conies.

« numberOfLodges - whole number - number of lodges.

« numberOfTerraces - whole number - number of ter-
races.

« numberOfCellars - whole number - number of cellars.

« numberOfRooms - whole number - number of rooms.

« completeReconstruction - binary - column is based on
the categorical feature ‘“realEstateState” and indicates
whether the property is a completely reconstructed prop-
erty.

« partialReconstruction - binary - column created based
on the categorical feature “realEstateState” and indicates
whether the property is a partially reconstructed property.
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o newBuilding - binary - column was created based on
the categorical feature ‘“realEstateState” and indicates
whether it is a new property.

« originalState - binary - column was created based on
the categorical feature “realEstateState” and indicates
whether the property is in its original state.

V. ACHIEVING OBJECTIVES ON SPECIFIC PLATFORMS
A. Data Loading

The data that needed to be loaded comes from the local
MongoDb database. This data was in JSON format and
contained nested JSON objects.

Power BI does not directly provide a connector in itself
that would allow direct connection to the local MongoDb
database. The database data was therefore exported to a
text file in JSON format. Loading of the JSON file went
without any problems. Power BI automatically recognized that
these were JSON objects and loaded them correctly. Once
loaded, Power BI automatically performed several steps which
included expanding the nested JSON objects and changing the
data types for the columns where it could be determined.

Oracle Analytics Cloud did not provide the ability to
connect to the local MongoDb database directly. Therefore,
the data was exported to a text file in JSON format. Oracle
Analytics provided the option to load the text file but after
loading it did not identify that it was a JSON format and was
not able to parse the data correctly. In order to continue with
the study, the JSON file was parsed using Python and saved
as an Excel worksheet. This file has now been successfully
loaded. In the loaded data, there were columns that contained
nested JSON objects. Oracle Analytics did not provide an
easy way to expand these JSON objects, or an easy way to
manually extract the values. Although there is a possibility of
replacing and extracting data using regular expressions, which
definitely pleases programmers, but it can be assumed that
ordinary users would not be able to use this option easily.
Thus, data extraction from JSON objects could not be realized
easily. Using Python, a new Excel worksheet was created that
now contained expanded JSON objects.

B. Merging Columns

There were several columns in the dataset that carried
the same information but differed in their names. For these
columns it was necessary to create a new column that would
combine the values from the original columns under specific
conditions. An example is the subset of columns informing
about the number of cellars for a given real estate. The
following columns were present:

o Number of cellars - number of cellars.

o Cellar area - cellar area.

o Cellar - existence of a cellar.

In such cases, the goal is to create a “numberOfCellars”
column that contains the number of cellars for the real estate.
The procedure for combining the columns is as follows, if a
value “Number of cellars” is defined for a record this value
is taken to the output column “numberOfCellars”. If it is not
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defined, it is checked to see if a value is defined for the “Cellar
area” column, if so, the real estate is assumed to have 1 cellar.
If neither is defined, it is checked whether there is a non-null
value in the “Cellar” column and whether it is different from
the “No” string. In this case, it is assumed that 1 cellar belongs
to the property. In other cases, a value of O is assigned.

Power BI in the Power Query section allows you to create
a new column. A simple combination of columns according
to certain rules could not be achieved by using a predefined
function. However, in the Power Query section for adding a
new column, an expression can be defined using a simple com-
bination of “IF condition THEN expression ELSE expression”
statements that will provide the desired result.

Oracle Analytics also provides an easy way to add a new
column in the Dataset or Data flow sections. Again, the desired
functionality can be achieved through the column value editor,
where a simple combination of “CASE WHEN condition
THEN expression ELSE expression END” statements can be
used to achieve the desired result.

C. Categorical Column Transformation

There is a categorical feature “realEstateState” in the data,
which needs to be transformed into multiple binary columns
using the one hot encoding method for the purpose of training
the prediction model.

In Power BI, the same technique was used as in the
case of column merging. For each categorical value, a new
binary column was defined and using the “IF condition THEN
expression ELSE expression” statement, a value of O or 1 was
assigned to a particular record depending on the column value.

Oracle Analytics was able to solve this problem by using the
“CASE WHEN condition THEN expression ELSE expression
END” statement when creating a new column. In the case
where such columns are created only for the training of a
prediction model, Oracle Analytics provides an option in the
Data flow section when training a linear regression model to
automatically convert the categorical features. Two automatic
encoding options, Indexer and Onehot, are available there.

D. Removing Duplicates

After preprocessing the data, it is necessary to remove du-
plicates that could cause problems when training the prediction
model.

Power BI in the Power Query section allows you to select
columns and then find and remove duplicate records based on
those selected columns.

Oracle Analytics does not provide any direct and easy
procedure for removing duplicate rows. It is probable that
record deduplication can also be achieved by a combination
of several steps, such as sophisticated use of aggregation, or
the creation of a column containing a string constructed from
all the values in the columns on whose basis we want to
perform deduplication. It can be assumed that an ordinary
user would not have figured out these non-intuitive methods
of deduplication and would thus not be able to perform
duplication removal.
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E. Outliers

The process of outlier removal can be divided into two
steps - outlier identification and outlier removal. For outlier
identification, a straightforward way is to use the eyeballing
method, where the data is displayed in a suitable type of graph
and the presence of outliers is visually identified. In this study,
histogram plotting is used to identify outliers. Using it, values
that are significantly different from the others are identified
and these are subsequently removed from the dataset.

There is no easy way to plot a histogram in Power BI at
the time of this study. Respectively, it does not provide an
easy way to define bin counts and ranges based on which the
values would be automatically divided. However, there is the
possibility of using third party solutions. Once the histogram
has been plotted, it is possible to easily identify outliers and
then remove these values in the Power Query section using
filters.

Oracle Analytics in the Dataset section plots a histogram for
each integer column and also allows you to define the number
of bins along with their ranges, which greatly simplifies the
process of identifying outliers. The disadvantage is that these
outliers cannot be filtered out directly in the Dataset section
but need to be switched to the Data flow section where we
can define a specific filter.

F. Prediction Model Training

Based on the processed data, it is necessary to create a
prediction model. Before the model can be trained, the data
must be properly split 80/20 into training and test sets. The
training set will be used to train the prediction model and the
test set will be used to evaluate the predictive ability of the
model.

In Power BI, there is no easy way to simply shuffle and
split data into groups of the desired size. However, this can be
achieved by a sequence of several steps. In Power Query, a new
column is created and a random value from O to 1 is assigned
to it. Based on this value, the entire set is sorted to ensure
randomness. An index column will be added to the sorted
records, assigning each column a value from the sequence,
starting from 1. Then, depending on the number of records in
the set, a split index can be computed, which will be located
in 80% of the dataset. A copy of the dataset will be created
and only records with an index lower than the split index value
will be kept in this copy. This created the training set. Only
records with index greater than the split index value will be
retained in the original dataset, which will create a test set.
Although this splitting process is tedious, it is intuitive and is
not expected to be a problem for non-programmers.

The generated training dataset will be used to train linear
regression model. In the visualization part of Power BI, a new
table containing the intercept and coefficients of the predictors
is computed based on the training dataset using the DAX
function LINEST, which accepts the dependent variable and
independent variables as input. These model parameters are
then used in the prediction of the values. Power BI will not
directly provide a performance evaluation of the trained model.

Creating a linear regression model in Power BI is non-intuitive
and may be a challenge for non-programmers. Power BI allows
you to show the resulting model parameters. The individual
coefficients are listed as well as the intercept value.

In Oracle Analytics, splitting the data and then training a
linear regression model is easy. Model training is done in the
Data flow section, where model training is added as the final
step of data processing. As mentioned before Oracle Analytics
Cloud provides several numerical prediction models. For each
of the models, the initialization procedure is almost the same.
In the modal window for setting the training parameters, it
is necessary to select the target variable to be predicted. In
this section it is also possible to set the hyperparameters
of the model. In addition, it is possible here to split the
data into training and test sets in a specified ratio, apply
data normalization, select the desired transformation method
for categorical variables, and select a method to deal with
missing values if such are present in the dataset. Finally, the
name under which the model is to be stored is defined. Once
the Data flow is executed, the model training is started and
when it is finished, the new model is available on the home
page in the ‘‘Machine Learning” section. By clicking on the
trained model, the “Inspect” option can be used to examine
the performance of the model along with its coefficients.
The processes of model definition, data partitioning, replacing
missing values, standardization, model training, and evaluation
are intuitive in the Oracle Analytics environment and therefore
suitable for non-programmers. Oracle Analytics provides a
way to view the resulting linear regression model parameters.
However, the output lacks the intercept parameter and the
individual coefficients are rounded to three decimal places.

In order to compare the prediction models created by each
platform as accurately as possible, a training and testing
dataset was created using Python. This was used as input to
the training process on each platform. In Oracle Analytics,
the user has to define the size of the training and test sets.
It is not possible to define that 100% of the data is to be
used for training. For this reason, the portion of data to be
used for training has been set to 99%. For comparison, several
prediction models were trained on the training set in Python
using the scikit-learn library. The resulting model parameters
are shown in the Table III. The performance evaluation on the
exact test set is shown in Table IV.

The parameters trained determined by LINEST in Power
BI are much the same as those trained by scikit-learn. They
differ only in the case of the columns created by encoding
the categorical column “realEstateState” and in the value
intercept. The parameters determined during training in Oracle
Analytics differ significantly from the others. Additionally,
for the columns “nearestHospitalDistance” and “numberOf-
Rooms”, the coefficients were not specified at all. Similarly,
it was not possible to determine the value of intercept.

G. Predicting Values

The trained models are used to predict the rent for each
record in the test set in order to evaluate their performance.
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TABLE III
TRAINED MODELS PARAMETERS
Platform
Coefficient Power BI OAC scikit
area 6.586 7.006 6.586
cityCenterPositionDistance -0.005 -0.016 -0.005
nearestGroceryDistance 0.02 0.003 0.02
nearestHospitalDistance -0.024 NA -0.024
nearestPublicTransportStopDistance -0.025 -0.022 -0.025
numberOfRooms 13.834 NA 13.834
numberOfBalconies -19.602 -19.274 | -19.602
numberOfCellars -36.891 -36.983 | -36.891
numberOfParkingPlaces 73.189 54.498 73.189
numberOfLodges 7.263 11.214 7.263
numberOfTerraces 73.925 75.757 73.925
newBuilding 53.097 113.382 | 59.905
originalState 0 61.069 6.808
completeReconstruction -30.504 25.696 -23.696
partialReconstruction -49.825 5.058 -43.017
intercept 270.184 NA 263.376
TABLE IV
MODELS EVALUATION
Metric
Model MAE MSE RMSE | R%Z | A MSE(%)
scikit-linear 98.23 | 22020.83 | 148.39 | 0.64 129.52
scikit-lasso 96.08 | 21940.78 | 148.12 | 0.65 128.69
scikit-ridge 98.22 | 22021.62 1484 | 0.64 129.53
scikit-tree 78.02 11003.83 104.9 0.82 14.69
scikit-forest 72.35 9594.1 97.95 0.85 0.0
scikit-knn 77.51 12142.62 | 110.19 | 0.8 26.56
[ PowerBlI-linear | 100.82 | 22131.78 | 148.77 [ 0.64 | 130.68
OAC-linear 100.81 | 22133.83 | 148.77 | 0.64 130.7
OAC-lasso-def 98.87 | 22020.07 | 148.39 | 0.65 129.52
OAC-ridge-def 100.8 | 22148.71 | 148.82 | 0.64 130.86
OAC-elastic-def | 109.47 | 27838.2 166.85 | 0.55 190.16
OAC-tree-def 112.39 | 3022429 | 173.85 | 0.51 215.03
OAC-forest-def | 151.47 | 52970.23 | 230.15 | 0.15 452.11
OAC-lasso 98.61 22043.54 | 148.47 | 0.64 129.76
OAC-ridge 100.81 | 2213527 | 148.78 | 0.64 130.72
OAC-tree 95.31 18494.03 | 13599 | 0.7 92.76
OAC-forest 116.67 | 25069.5 158.33 0.6 161.3

Best model MSE

25000,00
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15000,00
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0,00

scikit-forest PowerBl-linear

OAC-tree

OAC-lasso-def

Fig. 1. The best models on the platform with respect to MSE.
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After evaluation these models can be used to predict rent rates
for each of the records in the sold property dataset.

In Power BI, to predict values, it is necessary to create a
new column for the desired dataset in the visualization section,
into which the predicted value for the record is inserted via
a DAX expression. This DAX function needs to be manually
defined according to slope; *x1+. ..+ slope, xx, +intercept.
The values slope; and intercept come from a table that was
created as output when training the prediction model. The
values of x, represent the corresponding values within the
record. This procedure is dependent on the dataset used and
it is not possible to simply change the source dataset. When
predicting values on a different dataset, the values of x; need
to be correctly referenced. The prediction process in Power BI
is non-intuitive and prone to errors.

In Oracle Analytics, value prediction is performed in the
Data flow section. Here, the data source is defined at the
beginning and then the already trained model is added. If
required, it is possible to define a mapping of the columns
of the input data source to the inputs of the prediction model.
The last step in the Data flow section is to save the dataset
enhanced with the predicted value. After running the created
Data flow, a new dataset will appear on the main screen in
the Datasets section. To change the source data, simply open
the saved Data flow and change the data source. The other
components of the Data flow remain unchanged. Predicting
new values is simple and user-friendly on the Oracle Analytics
platform.

VI. RESULTS

For each platform, the available prediction models were
trained. For scikit-learn, a linear regression model, a lasso
linear regression model, a ridge linear regression model,
a decision tree, a random forest, and k-nearest neighbors
were trained and tuned. The hyperparameters of the models
were tuned using grid search. In PowerBI, only the linear
regression model was trained. In Oracle Analytics Cloud,
the available models for predicting numerical values were
trained. Specifically, these were the linear regression model,
lasso linear regression model, ridge linear regression model,
elastic net regression model, decision tree, and random forest.
These models (except for the linear regression) were trained
in two configurations, where in the first case they were trained
using the default hyperparameters and in the second case
hyperparameters similar to those found during the process
of tuning the models from the scikit-learn library were used.
It was not possible to use the same hyperparameters as the
hyperparameter scales differed between the OAC and scikit-
learn models.

For each trained model, metrics of mean absolute error
(M AE), mean squared error (M SFE), root mean square error
(RMSE), and R squared (R?) were evaluated. M SE was
chosen as a most important indicator of model performance.

The results can be seen in Table IV. Here, for each platform,
the lowest M SFE value achieved by any of the models on
that platform is highlighted. The best value is marked in bold.
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The table also contains a column AMSE, which gives the
percentage difference between the M SE for the given model
and the M SFE of the overall best model found.

In the case of scikit-learn, scikit-forest, which is a tuned
random forest model, was found to be the best model. It
achieved M SE with a value of 9594.1, making it also the best
performing model among all the trained models. In PowerBI,
only the linear regression model was trained, and its MSE
was 22131.78, a difference of more than 130% with respect
to the best model. In Oracle Analytics Cloud, the best model
was OAC-tree, which was a decision tree model partially
tuned using the hyperparameters obtained while training the
decision tree model in scikit-learn. OAC-tree achieved a M SE
of 18494.03, which is approximately 93% difference to the
best model. Among the OAC models trained without tuning
the hyperparameters, OAC-lasso-def achieved the best results
with M SE 22020.07 and thus a 129% difference with respect
to the best model.

VII. DISCUSSION AND CONCLUSION

The study compared the Power BI and Oracle Analytics
Cloud platforms in the context of how these platforms can be
used by less tech-savvy users to make data-driven decisions.
The purchase of an investment property was chosen as a
use case. In order to get as close as possible to real use
cases, a dataset containing data on sold and rented apartments
in Zilina, obtained from the website of a local advertiser,
was collected. For the chosen platforms, it was examined
whether the platform can be used to perform the common tasks
required to transform and preprocess the data. Subsequently,
the prediction models trained using these platforms were
compared with the results of the trained and tuned models
from the scikit-learn library.

The study reveals that both platforms allow performing
basic data operations and training some sort of prediction
models. However, the platforms differ in their ease of use
in achieving each objective. They also differ in the options
available for prediction models.

Power BI has generally proven to be more intuitive and
user-friendly when preprocessing data. Power BI provided
a large number of usable data sources. It made it easy to
combine columns, extract values, remove columns, and filter
records based on various criteria. The large community and
the existence of a number of tutorials to solve many of
the problems is also a major advantage for this platform.
A drawback was the inability to plot a histogram, which is
necessary when analyzing data and identifying outliers. A
major drawback is the absence of prediction models in the
free version of this platform. However, it is possible to build
a linear regression model, but the creation of prediction model
and subsequent prediction of the values using the Power BI
platform is challenging and error prone. The M SE values
obtained by this model differed by 130% from the results of
the best model, which is a scikit-learn random forest with
tuned hyperparameters.

The Oracle Analytics platform is also user-friendly, but not
as easy to use as Power BI. A possible reason for this is the
division of the platform into several parts, namely Dataset,
Data flow and Workbook. Some functionality over the data
could be done in the Dataset part but also in the Data flow part.
However, some functionalities related to data transformation
were available in either one or the other part, which required
frequent switching between the parts. The advantage was the
automatic creation of histogram for each numeric column in
the Dataset section. The user could easily define the number
of bins, their ranges and thus easily identify outliers. However,
the disadvantage was that outlying values could not be directly
filtered out in the Dataset section, but it was necessary to
switch to the Data flow section, where such filtering on the ba-
sis of specific values was possible. A significant shortcoming
of the platform was the inability to easily remove duplicate
records. Another shortcoming of Oracle Analytics was the
inability to use a data source that contained data in JSON
or XML format. The platform was unable to process data
in these formats or at least easily extract the desired values
from them. Another disadvantage of this platform is the small
community and the lack of guidelines or tutorials on how to
solve some tasks. The Oracle Analytics platform excelled in
the task of creating a prediction model and in using the trained
models to predict values. It provides several models to predict
numerical values. Some hyperparameters can also be defined
for these models. However, these hyperparameters cannot be
easily tuned directly on the platform. The advantage is also
the possibility to determine whether to normalize the input
data, how to deal with missing values and also to effortlessly
split the data set into training and test data in the desired ratio.
Several models were trained through Oracle Analytics Cloud,
with the OAC-tree model using a partially tuned decision
tree being the best with respect to MSFE. This achieved
MSE of 18494.03, which differed from the best model by
approximately 93%.

From the evaluated results, it is noticeable that more com-
plex and tuned models perform better in predictions on the
collected dataset. The results also show a large difference
between the results of the best model obtained through the
analytics platform and the results of the best model obtained by
training and tuning using a specialized library. Future research
could explore ways to reduce these performance differences on
the used analytics platforms.

The insights gained in this study can be used in deciding
which platform to choose when needing to make data-driven
decisions. We assume that this study also provides a concise
and clear guide on how to solve certain data processing tasks
on each platform.
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Abstract—The 1/3-2/3 Conjecture, a longstanding open prob-
lem in combinatorics, posits that in any non-chain finite partial
order, there exists a pair of elements (r,y) such that the
probability P(x < y) lies in the interval [1/3,2/3]. This paper
presents a novel approach to addressing this conjecture by
leveraging the concept of similarity spaces. We introduce the
notion of a ’balance constant’ within the framework of similarity
spaces and prove that its supremum is 1/2, confirming a related
conjecture. Our main contribution is the proof that the infimum
of normalized similarity in posets is 1/3, achieved in the case
of total disorder. This result provides a new perspective on
the 1/3-2/3 Conjecture, connecting it to the theory of similarity
spaces. We also establish relationships between edit distance,
swap operations, and Generalized Rozinek Similarity, offering
insights into the structure of totally disordered sequences. While
we provide a proof of the 1/3-2/3 Conjecture in the general case
using our approach, we acknowledge that a more rigorous and
detailed proof is still needed to fully resolve this longstanding
problem in combinatorics and order theory.

Index Terms—1/3-2/3 Conjecture, Sorting, Partial Order, Lin-
ear Extension, Similarity Space

I. INTRODUCTION

Definition 1. Consider a fixed, underlying partially ordered
set (poset) (P,<). The notation P(x < y) represents the
probability that element x precedes element y in a uniformly
random linear extension of P. By definition, P(x < x) = 0
for any element x.

The %-% Conjecture, first proposed in 1968, asserts that
in any finite partial order that is not a chain, there exists a
pair of elements (z,y) such that P(z < y) falls within the
range [%, %] This conjecture was independently formulated
by Kislitsyn [1], Fredman [2], and Linial [3], each of whom
considered its implications for sorting theory. Specifically, the
conjecture implies that the number of comparisons required
to fully sort elements within the known partial order P is at
most (1+o(1)) logs e(P), which is within a constant factor of
the information-theoretic lower bound log, e(P). Here, ¢(P)
denotes the number of linear extensions of P.

Definition 2 (Balance Constant). The balance constant of
poset P is

Brightwell [4] deemed it “one of the major open problems
in the combinatorial theory of partial orders”.

Now we introduce related conjecture for maximum balance
constant.

Conjecture 2 (1/2 Conjecture [5]). Maximum balance con-
stant of an arbitrary poset P in limit case is sup 6(P) = %

There are many types of posets for which the Conjecture
1 has already been proven. This includes posets with width 2
by Linial [3], posets with height 2 by Trotter, Gehrlein, and
Fishburn [6], posets with 6-thin by Peczarski [7], semiorders
by Brightwell [8], N-free posets by Zaguia [9] and posets
whose Hasse diagram is a forest by Zaguia [10].

However, a general proof of Conjecture 1 for all types
of posets has not yet been established, indicating ongoing
research challenges in poset theory.

Example 1. Consider a poset P consisting of three elements
{a, b, c} with a single comparability relationship given by a <
b. This poset ‘P has three distinct linear extensions: a < b < c,
a<c<band c<a<b.

Thus, for the pair (a,c), there are two linear extensions
where a precedes c¢ and one where c precedes a. This
observation illustrates that the probability P(a < ¢) falls

within the range [%,2], and similarly, P(c < a) does as

303
well. Consequently, the pair (a,c) in this poset satisfies the

.. 1 2 .
condition of the 5 — 5 Conjecture.

II. SIMILARITY SPACE

The notion of metric spaces is a well defined mathematical
concept, known for a century. On the other hand, the similarity
space is a quite new developed theory [11]. The relationship
between metric and similarity space is not obvious, as met-
ric space derives from spatial considerations and similarity
relations derive from considering common and non-common
features. Recall the definition.

Definition 3 (Similarity Space [11]-[15]). A similarity on a
nonempty set X is a function s: X x X — RT such that for
all elements z,y,z € X:

(S1) s(z,y) = s(y, x) (symmetry),
6(P) = max min{P(z <y),Ply <)} (1) (82) s(z,2)+s(y,y) > s(z,y)+s(y, 2) (triangle inequality),
(@9)eP (S3) s(z,z) = s(z,y) = s(y,y) < = = y (identity of
Conjecture 1 (1/3-2/3 Conjecture). If P is a finite poset that indiscernibles),
is not totally order, then 6(P) > % (S4) s(z,y) > 0 (non-negativity),
979-8-3503-8768-1/24/$31.00 ©2024 IEEE - 532 -



(S5) s(z,y) < min{s(z,z),s(y,y)} (bounded by self-
similarity).
A similarity space is an ordered pair (X, s) such that X is
a nonempty set and s is a similarity on X.

Definition 4 (Normalized Similarity Space). A function
sp(z,y): X x X — [0,1] C R is a normalized similarity
if all elements x,y,z € X satisfy the following conditions:
(NI) sp(z,y) = sn(y,z) (symmetry),
(N2) sp(x,2)+1> sp(z,y) + sn(y, z) (triangle inequality),
(N3) sp(z,y) =1 <= x =y (identity of indiscernibles),
(N4) sp(z,y) > 0 (non-negativity),
(N5) sp(z,y) <1 (bounded self-similarity).

A normalized similarity space is an ordered pair (X, sy,).

A few issues require attention. The name ’similarity metric’
is a convention already suggested in the preceding. Calling it
a “metric’ should be understood in the sense of monotonously
decreasing convex transformation of a partial metric or a
distance metric [11]. In this paper, we use only the term
’similarity’, and in this way we avoid misunderstanding. It
is obvious that, it is possible that this definition allows us to
have positive self-similarity s(x,x) > 0, and also the self-
similarities may be different s(z,x) # s(y,y). But if © =y,
s(x,y) may not be 0. The theory of similarity space is very
close to the theories of metric spaces and partial metrics, and
some parts of this paper were also inspired by these theories
[16]-[18].

A basic example of similarity space is the ordered pair
(R, s) defined as follows
vyl g
for all z,y in RT. Other examples of similarity spaces that
are interesting in terms of broad practical application such as
Jaccard index, Tanimoto coefficient, Generalized Rozinek sim-
ilarity, Levenshtein similarity, longest common subsequence
may be found in [11].

s(z,y) =Ny = min{z, y} =

Theorem 1 (Duality of Metric and Similarity Space). Gen-
erally, if a function f: R — [a,b] C R is a monotonously
decreasing convex function such that b = f(0) > 0 and
lim,, o f(n) = a > 0, then for a metric space (X,d), the
similarity function s defined by

s(z,y) = fld(z,y)) 3)
is a similarity on X.

Theorem 2 (Generalized Rozinek Similarity [11]). Let (X, s)
be a similarity space and (X ,d) be its corresponding metric
space. The Generalized Rozinek Similarity s, : X xX — [0, 1]
is defined as:

s(x,x) 4 s(y,y) — d(x,y)
s(x,x) + s(y,y) +d(x,y)

where s(x,x) and s(y,y) are positive self-similarities, and
d(x,y) is the distance between x and y.

Proof. [11] O

sn(®,y) =

2024 TEEE 17th International Scientific Conference on Informatics

III. REFORMULATING CONJECTURE IN SIMILARITY SPACE

Let e(P) denote the number of linear extensions of P, and
for (z,y) € P is a linear order < on X and z # vy, let
(x < y;P) denote the number of linear extension of P in

which z precedes y. Note that e(x < y; P) +e(y < z;P) =
e(z<y;P)

e(P). For a poset P, we express P(z < y) = cpy - and
Py < z) = %

Lemma 1 (Balance Constant in Unnormalized Similarity
Space). Let (P,s,) be an unnormalized similarity space on
poset P with unnormalized similarity, denoted s,. Then the
balance constant of the poset is equal to

1
I(P) = P) (;1;&);32 sulr <y, y < ). 4)
Proof.
0(P) = max min{P(z <y),Py <)} %)
(z,y)eP?
B . felx<y;P) ely < x;P)
T (ewrer? mm{ e(P) ' e(P) )} ©

1

P (xglfae)%? min{e(z < y; P),e(y <x;P)} (7)
1
= o) su(T <Y,y < 1) ®

Lemma 2 (Balance Constant in Normalized Similarity Space).
Let (P,sy) be normalized similarity space in range [0,1]
on poset P with normalized similarity, denoted s,,. Then the
balance constant of poset is equivalent

1

3(P) =35 e, sn(T <Y,y < ) ©
1

= i(xglfgbe)%2{l_dn($ <y,y=<x)} (10)

where d, is normalized metric defined on metric space
(P.dn).

Proof. According to Definition 4, we set X = P and consider
sn(z < y,y < ) where © < y,y < & € P. Since min{-}
forms a similarity space, we have:
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0(P) = max min{P(z <y),P(y <)}

(z,y)eP?
C e {P(x <y)+Py <z
(z,y)€P? 2
Pz <y) —P(y < 2)|
2
B e(r <y;P)+e(y <x;P)
N u‘éﬂ%’%ﬂ{ 2¢(P)
ez =y P) —e(y <z; P)|
2e(P)

= max { e(P)
(z,y)eP? | 2¢e(P)
el =y P) —ely < I;P)I}
2e(P)

e(x < y; P)
e(P)

1 1
= max - ——
(zy)eP2 |2 2
_ey=5P)
e(P)
ax {2 JB <y) -~ By <)
= max - — =|P(z - T
(zy)eP2 2 2 Y 4

= E max {1 — |P(I = y) _]P(y = $)|}

2 (x,y)eP?
1
== 1-d <y,y <
5 (1{3%2{ n(z <yy <)}
1
= 5(;2{36)%2 sn(z < y,y < ). (11)

The last equality follows from the relationship between nor-
malized similarity and normalized distance in metric spaces:
sp(w,y) =1 —d,(z,y) for all (z,y) € P2 O

Suppose that at each step, we can identify a pair of
incomparable elements (z,y) such that the proportion of linear
extensions of P that place x before y, denoted by P(z < y), is
equal to % Then, we require at least log,(e(P)) comparisons,
where e(P) represents the number of linear extensions of P.
However, this is not always achievable, as demonstrated by
the Example 1. In this particular example, the only feasible

1o 2

values for P(x < y) are 3 or .

We begin with proving the Conjecture 2 and state this.
Theorem 3 (Maximum Balance Constant in Normalized Sim-
ilarity Space). Let be normalized similarity space (P, s,)
with defined normalized similarity s, on poset P. Theoretical
maximum balance constant §(P) is given

sup 6(P) = %

T,yeX

12)

Proof. Using Lemma 2, we have:

1
sup — max Sp(rx <Y,y <
T,yeX 2 (z,y)eP? ( )
1
= - max sup sp(r <y, y<x
2 (zy)eP? z,yeEX n( )

sup §(P) =
z,yeX

The interchange of sup and max is valid due to the finite
nature of P and the continuity of s,,.

By Definition 4, specifically the identity of indiscernibles
(N3) and bounded self-similarity (N5), we know that:

0<splz<y,y<z)<1

with equality in the upper bound when x = y. Therefore:

sup sp(z <y,y<z)=1
T, YyeX

Substituting this back into our equation:

1 1
sup 6(P)== max 1=—
z,yeX ( ) 2 (z,y)eP? 2
Thus, the claim is proven. O

IV. TOTAL DISORDER IN SEQUENCES: A
CHARACTERIZATION USING GENERALIZED ROZINEK
SIMILARITY

Definition 5 (Edit Distance). For sequences x,y € ¥* over
an alphabet Y, the edit distance dg(x,y) is the minimum
number of single-character edits (insertions, deletions, or
substitutions) required to transform x into y.

Definition 6 (Total Disorder). Twwo sequences x,y € %*
are said to be in total disorder if their Generalized Rozinek
Similarity, when applied to edit distance, is exactly %

Theorem 4 (Characterization of Total Disorder). Let 3 be a
finite alphabet and x,y € X" be two sequences of length n.
The following statements are equivalent:

1) x and y are in total disorder.

2) splx,y) = 5 when s(x,z) = s(y,y) = n and d(z,y) =

dE (I7 y)

Proof. (1) = (2): This follows directly from the definition of
total disorder.

(2) = (3): Assume s, (z,y) = % when s(z,z) = s(y,y) =
n and d(x,y) = dg(x,y). Then:

1 s(@x)+s(y,y) —de(z,y)
3 s(z,2) +s(y,y) +dp(z,y)
1 2n—dg(z,y)
3 2n+dg(z,y)

Solving this equation:

2n —dg(z,y) = %(Zn +dr(x,y))
6n — 3dg(r,y) =2n + de(x,y)
dn = 4dg(z,y)
de(z,y) =n

(3) = (1): Assume dg(z,y) = n. Substituting this into the
Generalized Rozinek Similarity formula:
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sn(2,y) = s(x,x) +s(y,y) —de(z,y)
n\Z, s(x, I) + S(y: y) +dg(z,y)
n+n—n n 1

This satisfies the definition of total disorder, completing the
cycle of implications. O

Remark 1. The condition dg(x,y) = n implies that for
sequences in total disorder, the edit distance is equal to the
length of the sequences. This means that every position in the
sequence needs to be edited to transform one sequence into
the other.

Example 2. Consider the sequences x = abcdef and y =
fedcba over the alphabet ¥ = {a,b,c,d,e, f}. Here, n = 6
and dg(x,y) = 6 = n. We can verify:

6+6—-6 6 1

6+6+6 18 3

Thus, © and y are in total disorder according to our
definition.

sn(®,y) =

V. CONNECTING EDIT DISTANCE TO SORTING
OPERATIONS

This section establishes a fundamental connection between
the edit distance of sequences and the number of operations
required to sort them. We focus on the relationship between
edit distance and bubble sort, chosen for its well-understood
properties and straightforward analysis.

Definition 7 (Bubble Sort Swaps). For a sequence x € *
over a totally ordered alphabet ¥, let swaps(x) denote the
number of swap operations performed by the bubble sort
algorithm to sort x into ascending order.

Theorem 5 (Edit Distance-Swap Inequality). Let x,y € X"
be two sequences of length n over a totally ordered alphabet
Y., where y is the sorted version of x in ascending order. Then:

dg(z,y) <2-swaps(x)

Proof. We proceed by induction on the number of swaps
performed by bubble sort.

Base case: If swaps(z) = 0, then z is already sorted, so
z =y and dg(x,y) = 0. The inequality holds: 0 < 2- 0.

Inductive step: Assume the inequality holds for all se-
quences requiring k£ or fewer swaps. Consider a sequence x
that requires k + 1 swaps.

Let x’ be the sequence after performing the first swap on
x, and let y be the fully sorted sequence. We have:

swaps(z) = 1 + swaps(z’)
dE('ray) < dE(I,CL‘/) + dE('r/7y)
Observe that dg(x,z") < 2, as a swap of adjacent elements

can be represented by at most two edit operations (one deletion
and one insertion). By the inductive hypothesis:

(by triangle inequality)
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dg(z',y) < 2-swaps(x’)
Therefore:
dE(aja y) <2+ dE($/7 y)
<2+ 2-swaps(z')
=242 (swaps(z) — 1)
=2 - swaps(z)

Thus, the inequality holds for k 4+ 1 swaps, completing the
induction. O

Recall the generalized Rozinek similarity formula for se-
quences of length n:

_ 2n—d(z,y)

We established that d(x,y) < 2-swaps(z). Considering the
case of equality:

2n — 2 - swaps(z)
2n + 2 - swaps(z)

~n — swaps(x)
~ n + swaps(z)

sn(T,y) =

Corollary 1 (Lower Bound on Swaps for Disordered Se-
quences). For sequences x,y € X" where dg(x,y) =n (ie.,
in total disorder), the number of swap operations required to
sort x into y (or vice versa) is at least %

Proof. From Theorem 3.1, we have:
n=dg(r,y) <2-swaps(z)
Solving for swaps(z):

swaps(z) >

|3

a

Remark 2. The lower bound of 5 swaps for sequences in
total disorder approaches the worst-case scenario for bubble
sort, which is "<”2_1) swaps for a reverse-ordered sequence.

Theorem 6 (Relation between Edit Distance and Inversion
Count). Let x € X" be a sequence over a totally ordered
alphabet ¥, and let y be its sorted version in ascending order.
Then:

dp(z,y) <2-inv(z)
where inv(x) is the inversion count of x.

Proof. Recall that bubble sort performs exactly one swap for
each inversion in the sequence. Therefore, swaps(x) = inv(z).
Applying Theorem 3.1:

di(x,y) < 2-swaps(z) =2 - inv(z)
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VI. INFIMUM OF SIMILARITY IN POSETS WITH TOTAL
DISORDER

We begin by formalizing the concept of a balance constant
in the context of a normalized similarity function on a partially
ordered set (poset).

Definition 8 (Balance Constant in Normalized Similarity
Space). Let (P, <) be a finite poset and s, : P x P — [0, 1]
a normalized similarity function on P. The balance constant
d(P) is defined as:

d(P) = max  Sp(r <y,y <x) (13)

(z,y)€P? z7y
where sp(x < y,y < x) represents the normalized similarity
between the linear orders x <y and y < x in P.

To establish our main result, we first need to prove a lemma
relating the unnormalized similarity and dissimilarity in posets.

Lemma 3 (Characterization of Total Disorder in Posets). Let
(P, <) be a finite poset and (P,<~') be its dual (reverse)
poset. ‘P is in a state of total disorder if and only if:

1
dp(P,P™") = 5e(P) (14)
where dg(P,P~') is the edit distance between P and its
reverse, defined as the number of pairs (x,y) where v < y
in P but y <! x in P71, and e(P) is the total number of
linear extensions of P.

Proof. (=) Assume P is in a state of total disorder. By
definition, this means that for any pair of distinct elements
z,y € P:

1
Pz <y) =Py <z)= 3 (15)

This implies:

1
e(r<y;P)=e(ly<z;P) = 56(7)) (16)
Now, consider the dual poset 1. For any pair (,y) where
x < yin P, we have y <! x in P~!. The number of
such pairs is exactly dg(P,P~'). Given the total disorder
condition, this number must be:

dp(P,P7) =e(z <y; P) = e(y < 2;P) 17
[PI! 1

where |P] is the cardinality of P.

(<) Now assume dg(P,P~!) =
this implies total disorder.

For any pair (z,y) where x # y, we have:

1e(P). We need to show

e(z <y;P) =e(y < ;P
e(y<z;P)=elx <y; P 1)

19)
(20)

We also know that:

e(x <y;P)+e(y <z;P) =e(P) (21)

ely <P H4elz<y; P ) =eP ) =e(P) (22)
From (19), (20), (21), and (22), we can conclude:

ez <y;P)=e(ly <x;P) = %e(P) (23)

This holds for all pairs (x,y) where = # y, which is the
definition of total disorder. O

Now we can state and prove our main theorem.

Theorem 7 (Infimum of Similarity in Posets). Let (P, s,,) be
a normalized similarity space on a finite poset P. Then, for
any pair of distinct elements x,y € P:

inf

(24)
(z,y)EP?,xy

1
sn($_<y7y<$):§

This infimum is achieved when P is in a state of total disorder.

Proof. To establish this result, we will derive the infimum
of the normalized similarity using the Generalized Rozinek
Similarity formula and analyze the case when the poset is in
total disorder.

Let us begin by considering the normalized similarity
sn(x < y,y < x) for distinct elements x, y € P. By definition,
this is given by:

sn(z <y,y <) (25)
Cosulr <y, <y) Fsu(y <,y <x) —dy(r <y,y <)

Cosulr <y, =y) Fsuly <,y <1) +du(r <y,y <)
(26)

In the context of posets, we know that the sum of unnormal-
ized similarities s, (x < y,z < y) + su(y < 2,y < x) equals
the total number of linear extensions e(P). Moreover, the
unnormalized dissimilarity d, (v < y,y < x) represents the
absolute difference between the number of linear extensions
favoring < y and those favoring y < x. Incorporating these
insights, we can rewrite the normalized similarity as:

(I,y)g?l)f;yz#y sz <y,y <) 27

_ e(P) = SUP(z ) ep2 2y du(T < Y,y < @) 28)
e(P) + SUP(3.4)e P2, w sty dy(z <Y,y < )

_ e(P) — SUD(4,4) P2 0y de(z < y,y <) 29
e(P) + SUP(y ) ep2 22y AE(T < Y,y < T)

To find the infimum of this normalized similarity, we need
to consider the case where dg(P,P~!)| attains its maximum
value. This scenario corresponds to the state of total disorder
in the poset.

Recall Lemma 3, which states that a poset P is in total
disorder if and only if the edit distance between P and its
dual P~ is exactly half the number of linear extensions:
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dg(P,P™") = %e(P) (30)

This edit distance represents the total number of pairs
(x,y) where the order is reversed between P and P~!. In
the case of total disorder, this is equivalent to saying that
for each pair (z,y), the difference in the number of linear
extensions favoring one order over the other is maximized.
Mathematically, this translates to:

sup

1
dp(z <y,z <y) =dp(P,P ') = se(P)
(z,y)EP?,z#y 2

(31
Now, we can substitute this maximum value into our ex-
pression for the infimum of normalized similarity:

. _e(P) — ze(P)
(o) oy X VY R T) = 3¢(P) ¢y
1
_3eP) 1
~ Ze(P) 3 (33)

Thus, we have demonstrated that the infimum of the normal-
ized similarity is indeed %, and this value is achieved precisely
when P is in a state of total disorder, as characterized by the
edit distance between P and its dual P~!. This result not
only provides a lower bound for the normalized similarity in
posets but also establishes a fundamental connection between
the concepts of similarity, edit distance, and total disorder in
the theory of partially ordered sets. O

Remark 3. This result establishes a fundamental connection
between the concept of total disorder in posets and the infimum
of normalized similarity in similarity spaces. It demonstrates
that the theoretical lower bound of % for the balance constant
in the 1/3-2/3 Conjecture corresponds exactly to the case of
maximum disorder in the poset structure.

VII. CONCLUSION

This paper has introduced a novel approach to the 1/3-2/3
Conjecture using the framework of similarity spaces. Our key
contributions include:

« Formulating the balance constant in terms of normalized
similarity space and proving its supremum is 1/2.

« Demonstrating that the infimum of normalized similarity
in posets is 1/3, achieved in the case of total disorder.

« Establishing connections between edit distance, swap
operations, and Generalized Rozinek Similarity for se-
quences.

Through this analysis, a proof of the 1/3-2/3 Conjecture has
been developed using the similarity space approach. This proof
provides a new perspective on the conjecture by reframing it in
terms of normalized similarity and leveraging concepts from
the theory of similarity spaces. While the proof is believed
to be fundamentally sound, a more rigorous and detailed
presentation is needed to meet the exacting standards of formal
mathematical literature. Future work will focus on refining and
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expanding the proof, providing more detailed justifications,
and exploring additional implications of this approach. This
work represents a significant step forward in resolving the
longstanding 1/3-2/3 Conjecture and opens new avenues for
tackling related problems in combinatorics and order theory.
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