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Preface of the 33rd Conference of
Open Innovations Association FRUCT

On behalf of the organizing team, | warm welcome you to the 33rd Conference of Open Innovations
Association FRUCT. This year, the conference is hosted by the University of Zilina. The FRUCT33
conference embraces a hybrid format, combining onsite participation in Zilina, Slovakia, with online
engagement through MS Teams.

Building upon a rich legacy of fostering enduring academic and business collaborations, the FRUCT
conference has consistently been at the forefront of innovation. The program for this conference comprises
10 sessions, featuring 3 keynote talks, an invited talk, demo and poster section, the 6th DataWorld
workshop, and the Oracle day. Spanning three days, the conference program accommodates both onsite and
online participants. The first one and a half days of the conference (May 24-25, 2023) are primarily
dedicated to attendees present in person. However, the latter half of the second day and the entire third day
(May 26, 2023) are reserved for online sessions. Consequently, the conference proceedings are tailored to
optimize the experience for both onsite and online participants.

For the onsite portion of the conference, we will adhere to the traditional format of presentations.
Furthermore, the onsite sessions will be live streamed via MS Teams, ensuring that remote participants can
also benefit from these sessions. As for the online component, all presentations have been pre-recorded by
the authors and uploaded to YouTube. The conference program includes links to individual presentations as
well as playlists encompassing all talks for each section. To manage your participation effectively, please
consult the conference program brochure, which can be downloaded from www.fruct.org/program33.

The online conference sessions consist of two modules. Firstly, we encourage you to watch the pre-recorded
presentations on YouTube. The conference program provides playlists for each session along with links to
the individual presentations. Secondly, the sessions feature a question-and-answer segment, during which
attendees can interact with the authors of the papers presented. These Q& A sessions will take place on MS
Teams. We kindly request all paper authors to join their respective Q&A sessions and respond to questions
from the conference attendees. The conference program includes designated time slots and corresponding
MS Teams links for these sessions. We encourage you to allocate time beforehand to watch the relevant
videos. Additionally, we invite you to provide feedback to the conference authors through likes, dislikes,
and comments on the YouTube videos. We also encourage you to subscribe to the FRUCT channel for
updates and future content.

We are proud to announce that the conference is technically sponsored by IEEE. All conference papers have
undergone rigorous peer reviews. Full papers were selected based on stringent criteria, including research
quality, paper length, structure, format, and other formal requirements. Each full paper submission was
reviewed by at least three expert peers, and acceptance was granted only to those that received positive
review comments. Authors were given the opportunity to address all review comments or provide
compelling justifications if they chose not to implement specific suggestions. The second volume of the
conference proceedings accommodates all other accepted submissions that were not classified as full papers
and were not submitted to IEEE Xplore. This partitioning of the proceedings ensures that the highest quality
FRUCT publications can undergo proper international indexing and be published in renowned databases
such as Web of Science.

We are delighted to present the proceedings of the 33rd Conference of Open Innovations Association
FRUCT. With a total of 104 conference submissions, we are proud to announce that 42 papers have been
accepted for publication as full papers, resulting in a commendable conference acceptance rate of 40%.

\



Once again, we extend our warmest welcome to all participants and express our gratitude to the University
of Zilina for hosting the FRUCT33 conference. We hope that the ensuing discussions, presentations, and
interactions will inspire new avenues of open innovation and contribute to the advancement of research and
industry collaboration.

The accelerating pace of innovation and the increasingly shorter lifespan of commercially viable
technologies pose unique challenges for the IT and ICT industries. Fierce competition among market players
and rapid technological progress fueled by extensive investments in research and development necessitate a
proactive response from educational and research institutions worldwide. The FRUCT community strives to
foster cooperation and cultural exchange, supporting regional teams in effectively aligning university
research and education with industrial challenges. Our primary mission is to strengthen collaboration within
the academic community, enhance the visibility of research teams, and facilitate direct personal connections
between academic and industrial experts.

The FRUCT conference embodies the principles of continuous development and strategic partnerships
between industrial and academic research, which serve as crucial factors for success in the modern
innovation ecosystem. Throughout the world, there exist remarkable success stories of such frameworks,
which yield significant benefits for all involved parties, fueling their respective research and development
endeavors. While fundamental science driven by universities and academic organizations should not be
tethered directly to existing industries, industrial research greatly benefits from early access to results and
information on emerging trends and weak signals. Likewise, many universities actively engage in applied
research, but to maximize their efficiency, they require feedback channels from the industry. Thus,
establishing stronger connections between academia and industry is pivotal, especially given the shrinking
innovation cycles discussed earlier. An intriguing new trend to address this need involves constructing open
innovation frameworks specifically designed to develop strategic partnerships between industrial and
academic research, enabling the identification of suitable research partners and facilitating collaborative
incubation of new competencies.

The FRUCT association is actively working to involve students and postgraduates in scientific activities at
an early stage, fostering joint teams to tackle challenging scientific problems using knowledge-intensive
technologies, and elevating the prestige of scientific and research work. Through the development of various
processes, FRUCT supports win-win cooperation and the advancement of strategic partnerships between
academic and industrial research. These processes serve to overcome barriers to open innovation,
demonstrating how businesses can embrace social responsibility and contribute to long-term research and
academic collaborations.

The FRUCT conference stands as a significant event celebrating academia-to-industry cooperation. With
over 100 participants representing 26 countries, the 33rd FRUCT conference promises to be a vibrant
gathering. Additionally, we anticipate that the presentations on YouTube will garner at least tenfold more
views, extending the reach and impact of the conference beyond its physical boundaries.

The primary topics of the FRUCT conference are as follows:
Artificial Intelligence in Text Analysis and Generation
Atrtificial Intelligence, Robotics and Automation

Coding Theory, DevOps and DevSecOps Technologies
Emerging Wireless Technologies, 5G and beyond
Internet of Things: Apps and Enabling Technologies
Gamification, E-learning and Smart Data in Education
Commercialization of Technologies and Digital Economy
Location Based Services: Navigation, Logistics, Tourism
Wearable Electronics: Novel Architectures and Solutions
Natural Language Processing and Speech Technologies
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We extend our gratitude to all the authors, reviewers, and participants who have contributed to the success
of this conference. The special words of thanks go to the local organizing team and especially Michal Kvet,
who despite all problems and obstacles managed to organize this conference. I wish to thank all people who
contributed efforts and a lot of personal time to the organization of the FRUCT conference, and all members
of the organizing committee and FRUCT Advisory Board for reviewing the papers and other forms of
contribution to the success of the 33rd FRUCT Conference. I hope that the proceedings and the ensuing
discussions will inspire fruitful collaborations, foster innovative solutions, and drive further advancements

Big Data, Knowledge Management, Data Mining Systems
Cloud, Fog and Edge Computing and Engineering, HPC
Predictive Analytics, Probability and Statistics

Audio Pattern Recognition, Semantic Audio

Computer Vision, Image & Video Processing
Crowdsourcing and Collective Intelligence

Software Design, Innovative Applications

Blockchain Technology and Applications

Artificial Intelligence Applications

Intelligence, Social Mining and Web

Smart Systems and Embedded Networks

Networks and Applications

e-Health and Wellbeing

Security and Privacy

Algorithms and Modeling

Workshop: The DataWorld

in the field of open innovations.

May 2023

VIl

Sergey Balandin
FRUCT President
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PROCEEDING OF THE 33RD CONFERENCE OF FRUCT ASSOCIATION

Comparison of Unigram, HMM, CRF and Brill’s
Part-of-Speech Taggers Available in NLTK Library

Miroslav Potocar, Michal Kvet
University of Zilina, Zilina, Slovakia
Miroslav.Potocar, Michal. Kvet@fri.uniza.sk

Abstract—Part-of-speech tagging is for many NLP researchers
the first task they encounter in the field of natural language
processing. This task is undoubtedly related to part-of-speech
taggers. We focus on a detailed description of the functioning of
the unigram, hidden Markov model, conditional random fields
and Brill taggers, followed by a comparison of these models. We
use implementations available in the natural language toolkit
library, without addressing the selection of the best parameters.
We focus on finding out which tagger produces the best results
using default settings or in other words, which one works best
in “take it as it is” mode. To determine this, we make an
experiment in which we track various metrics such as prediction
time, accuracy on unknown words, number of correctly labeled
sentences and others. From the results of the experiment, we
find out that the CRF tagger achieves the highest accuracy
among all participants in the experiment. It is also able to tag
previously unseen words with the highest accuracy among all
taggers compared.

I. INTRODUCTION

Upon the arrival of chatbots such as ChatGPT [1], [2]
or LaMDA [3], an increased interest in the area of natural
language processing (NLP) can be expected. Many researchers
dive into the uncharted waters of this field and encounter new
concepts, models, and algorithms. However, sooner or later,
everyone faces the task of part-of-speech tagging, which is
the foundation for many other tasks within NLP. The need
may arise to create one’s own tagset or annotate one’s own
text. At that point, many will look for available libraries and
come across the open-source natural language toolkit (NLTK)
library, available for Python. However, time is limited, and we
cannot waste it by selecting models and tuning parameters.
From the part-of-speech taggers available in NLTK, we want
to find the one that achieves the best results with the least
effort.

Since part-of-speech tagging is a fundamental task in NLP,
we decided to look at some of the taggers available in
the NLTK library. We chose the unigram, hidden Markov
model (HMM), conditional random fields (CRF) and Brill
taggers. We collected information about each of these models
across available sources, and based on that, we composed a
comprehensive description of their operation. We then exposed
each model to an experiment, compared the results with each
other and we also provided possible reasons why some models
had values that differed from the others.

Part-of-speech tagging, which is a fundamental task in NLP,
is a well-explored area. There are many articles and books
that deal with this issue. Some are focused on specific types
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of taggers [4]-[14], while others are focused on developing or
comparing taggers in other languages different from English
[15]-[22]. Despite of many existing publications on this topic,
we felt the need to gather information about the unigram,
HMM, CREF, and Brill taggers and compare the performance
of these models in annotating English texts. We chose these
primarily because they represent the basis for many advanced
taggers. Our personal observation suggests that they provide an
easier understanding of part-of-speech tagging task and thus,
serve as a good stepping stone into the world of NLP.

In our research, we focused solely on selected implementa-
tions of part-of-speech taggers available in the NLTK library.
We used these with default settings, meaning we did not try
to find the most suitable parameter values for model training.
We wanted to find out how the individual models perform in
“take it as it is” mode. The experiments in this study ran only
on the Penn Treebank corpus and using the Penn Treebank
tagset. For more objective results, it would be appropriate in
the future to compare performance on different corpora and
using multiple tagsets. When evaluating individual taggers, we
used only a limited set of metrics, which could be expanded
in future research.

In section II, we briefly describe the task of part-of-speech
tagging. In the next section III, we describe what a part-of-
speech tagger is and what properties are required of it. Section
IV deals with a detailed description of the way how each of
tagger involved in the comparison works. In section VI, we
describe the methodology used in conducting the experiment
focused on comparing taggers. Section VII contains the actual
results of the experiment. The next section VIII includes an
evaluation of the experimental results, along with considera-
tions on the reasons for the significantly different observed
values. In the last section IX, we state that, in terms of
accuracy and given the conditions of our experiment, the CRF
tagger appears to be the best choice. In addition, we mention
the limitations of our study and make recommendations for
further research.

II. PART-OF-SPEECH TAGGING

Part-of-speech tagging represents one of the most important
steps in NLP. Information about part-of-speech tags allows for
high-level analysis, such as recognition of noun phrases and
other patterns in text. Therefore, it forms the basis for other
NLP tasks, such as named entity recognition, semantic analysis
etc.
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Part-of-speech tagging (POS tagging) is the process of
assigning a part-of-speech (POS) tag to each word in a text.
The input is a sequence of words z1, z2, ..., x, together with
a set of tags (tagset). The output of the process is a sequence
of labels y1,yo, ..., yn, Where each output y; corresponds to
exactly one input z;. Thus, the aim is to find the correct tag
for each given situation. [23]

This is a disambiguation task. Words are often ambiguous
in their parts-of-speech. The English word “store” can be
understood as a noun, a finite verb or an infinitive. In speech,
this ambiguity is typically resolved by the context in which
the word occurs. [24]

Jurafsky and Martin [23] examined the Brown and WSJ
corpora and found that the majority of words (85-86%) are
unambiguous. This means that around 14-15% of the vocabu-
lary in these corpora consists of ambiguous words. However,
these words are very common: 55-67% of the tokens in a
text are ambiguous. Common words such as "that”, "back”,
“down” and "put” are among the ambiguous words that occur
very frequently in texts [23].

Part-of-speech tagging for English is well-studied, and many
taggers that have been developed achieve accuracy exceeding
98% [15].

III. PART-OF-SPEECH TAGGER

Part-of-speech tagger is a system that uses context in order
to assign parts-of-speech to corresponding words. The tagger
assigns a (unique or ambiguous) part-of-speech tag to each
token input and returns this output for further processing [4].

According to [8], a tagger, in order to function as a practical
component in a language processing system, must meet the
following properties:

« Robustness - Corpora often contain words that the tagger
has not seen before. It is necessary for the tagger to be
able to handle such situations as best as possible.

« Efficiency - If the tagger is to be used for processing very
large corpora, it must be efficient. Performance should
be linear in time with respect to the number of words. If
training is required, it should also be fast, allowing for a
quick transition to a new corpus or text genre.

o Accuracy - The tagger should attempt to assign the
correct part-of-speech tag to every word it encounters.

o Tunability - The tagger should be able to benefit from
linguistic knowledge. It should be possible to correct
systematic errors by providing appropriate guidance. It
should also be possible to provide different hints for
different corpora.

According to [25], the architectures of taggers are quite
similar and consist of these parts:
o Tokenization - The input text is divided into tokens
suitable for further analysis.
o Searching for ambiguity - Includes the use of a lexicon
and a guesser, which is used on tokens that are not found
in the lexicon.
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— The simplest case is when a lexicon is a list of
word forms and their possible parts-of-speech. More
efficient solutions are based on finite-state models.

— The guesser analyzes the remaining tokens, which
are the tokens that were not found in the lexicon
(e.g., unknown words that did not occur in the train-
ing corpus). The design of the guesser is often based
on what is known about the lexicon. For example,
we know that the lexicon contains all closed-class
words (pronouns, articles, etc.), so we can design the
guesser to only handle open-class analysis (nouns,
verbs).

— Using a compiler, lexicon and guesser, a lexical ana-
lyzer is formed, which provides meaningful analyses
and alternatives for each of the tokens.

o Distinguishing ambiguity and ambiguity resolution -
Disambiguation is performed based on two information
sources:

1) Information about the word itself - for example, that
the word "fables” is more commonly used as a noun
than as a verb.

2) Contextual information about word/tag sequence.
For example, the model may prefer to perform noun
analysis before verb analysis if the previous word
was a preposition or article.

Researchers can choose from a wide range of available
part-of-speech taggers. The decision for a particular tool is
influenced primarily by tagging accuracy, but also by other
practical issues such as ease of use, applicability to the
target language or domain, availability for a certain hardware
platform or other factors that may affect the choice [21].

IV. CHARACTERISTICS OF COMPARISON STUDY
PARTICIPANTS

In this section, we present the models that will participate in
our experiment. For each of them, we provide a comprehensive
description of way they work.

A. Unigram tagger

The unigram tagger is a simple statistical tagging model. It
assigns each token the tag that is most likely for that token.
Before this tagger can be used to tag data, it must be trained
on a training corpus. This corpus is used to determine which
tags are most common for a given token. This tagger assigns
a default tag of "None” to any token that it did not encounter
during training [20].

B. Hidden Markov model

Hidden Markov model is a modeling technique for linear
problems such as sequences or time series and is widely
used in applications for speech recognition. It is a generative
model, meaning that it focuses on how the entire sequence
was generated. It is based on the extension of a Markov chain
[91-{11], [14], [23], [26].

Markov chain is a mathematical model used to describe
the probabilities of sequences, states, where each state can
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take values from some set. These sets can be words, tags or
symbols representing anything. It is a type of Markov model
where the future state of the system depends only on the
current state and not on the entire sequence of preceding states.
The Markov model represents a broader concept that refers
to any probabilistic model which assumes that the future is
conditionally independent of the past given the present.

Markov chain makes a strong assumption, also called the
Markov assumption. This assumption states that the future
state of the system depends only on the current state and not on
the previous states. In other words, the future is conditionally
independent of the past given the present. This assumption
simplifies the modeling of complex systems by reducing the
number of variables that need to be taken into account when
predicting the future state. This allows for efficient calculation
of the transition probabilities and prediction of future outputs
based on previous states. The assumption is formulated as
follows [23]:

P(g; = alq1...qi—1) = P(g; = algi—1) (D

Where ¢; in equation 1 represents the state at time i and
q1...q;—1 represents the sequence of states preceding the state

q;-

m=0.7

m=0.1

a1=0.1 azz=0.2

Fig. 1. Markov chain for words. Adapted from [23].

The notation of individual components of the Markov model
varies across publications [23], [26]. In Fig. 1, we used the
notation from [23], where each component represents:

e Q =q1,q,...,qn - The set of states in which the system
can appear. It is a set of size N. In our case, this set
contains Q={uniformly, are, charming} and N=3.

e« A = aj1,a12,...,aN1,...,anN - Transition probability
matrix A, where element a;; represents the probability
of transitioning from state i to state j. Since this is a
probability, the following conditions must be met:

n
Zai]- =1 Vi
j=1
aij; >0 Vi, j

e T =T, T2,...,7N - Initial probability distribution across
states. State 7; represents the probability that a Markov
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chain will begin in state i. Some states i may have a
probability of m; = 0 which means that they cannot be
initial states. As this is a probability, conditions must be
satisfied in this case as well:

iﬂ'i =1
i=1

The Markov chain is useful when we want to calculate the
probability for a sequence of observable states. However, there
are many cases where the events of interest are hidden, mean-
ing that we cannot observe them directly [23]. An example
is the determination of part-of-speech tags in a sentence. We
can only directly observe the sequence of words, but the part-
of-speech tags of the words themselves remain hidden. Tags
are hidden because they cannot be easily determined from the
input. To infer them, we use the input observable sequence.

In a Markov chain, each state corresponds to a determinis-
tically observable event (i.e., the output symbol in a given
state is not random). The natural extension of a Markov
chain introduces a non-deterministic process that generates
observable output symbols in any state. This extended Markov
chain is known as a hidden Markov model. An HMM is
simply a Markov chain where the output observed symbol
is a random variable X generated according to the output
probability function associated with each state [26].

by(“aardv ark")=P("aardv ark” | MD)

ba("will")=P("will" | MD) .

€ —

B3
by("aardv ark”)=P("aardvark" | NN)

by("the")=P("the" | MD) ba("willy=P("will" | NN)

bz(“nauk"):}i(;'bzck" | MD) ba("the”)=P("the" | NN)

by('zebra")=P('zebra” | MD) ba(*back”)=P('back” | NN)

ba("zebra")=P("zebra" | NN)
v

™

asq

By
by("aardv ark")=P("aardv ark" | VB)

ba("will)=P(will' | VB)

b("zebra")=P(‘zebra’ | VB)

Fig. 2. Illustration of HMM for part-of-speech tagging.Adapted from [23].

As with Markov models, the notation for the individual
components of an HMM varies across publications [14], [23],
[26]. In Fig. 2, we use the notation used in [23], where the
individual components represent:

e QQ =q1,q2,..-,qn - The set of states in which the system
can appear. It is a set of size N. In our case, N=3.

« A = 11,012, -, GN1,---GNN - Transition probability
matrix A, where the element a;; represents the probability
of transitioning from state i to state j. In our case, it
represents the transition between part-of-speech tag i and
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a tag j. As it is a probability, the following conditions
must be satisfied:

n

Zai]- =1 Vi
j=1

aij 20 Vi, j

e O = 01,09,...,0r - A sequence of observations with
length 7. Each observation comes from a vocabulary
V =w1,v9,...,vy. In our case, an observation represents
a single word.

e B = b;(0;) - Sequence of observation probabilities. It
is also called the emission probability, and each one
expresses how likely the observation o; was generated
from state ¢;. In our case, it will be the probability of
observing a word given that the word has a specific part-

of-speech tag. Since this is a probability, the following
condition must be met:

T
> bi(or) =1
t=1

bi(ot) 2 0 V’L,t

e T =T, T2,...,7N - Initial probability distribution across
states. State 7; represents the probability that the Markov
chain starts in state i. Some states i can have probability
m; = 0 which in other words means they cannot be the
initial state. As it is a probability, the following conditions
must be satisfied:

N
Zﬂ'i =1
i=1

The complete specification of an HMM includes two con-
stant parameters N and 7, which represent the total number of
states and the size of the observed vocabulary, the observed
vocabulary O and three probability matrices A, B,w. The
following notation is typically used to indicate the entire set
of parameters [26]:

o =(A,B,m)

Sometimes, the symbol ® is also used to represent the
hidden Markov model itself.

In HMM, we also encounter the term “order of HMM.”
Order refers to the number of previous states taken into
account when determining the probability of the current state.
First-order and second-order HMM are commonly used. In a
first-order HMM, only the current state is considered when
determining the next state. In a second-order HMM, both the
current and previous states are taken into account. In theory,
HMMs of higher orders than two exist, but these models are
rarely used in practice due to their computational and data
complexity.
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For the part-of-speech tagging task, a first-order HMM is
used. This simple and computationally efficient assumption
that the next state depends only on the current state is often
sufficient to capture the dependencies relevant to part-of-
speech tagging.

In a first-order HMM, two assumptions are made [23], [26]:

1) Markov assumption for a Markov chain described in

equation 1.
2) Output independence assumption:

P(0i|‘I1-~7Qz‘7 vy T 01y -2y Ofy --'70T) = P(Ol|Ql)

which states that the probability of the output observa-
tion o; depends only on the state g; that produced the
observation and not the previous states or observations.

In general, when using HMM, we want to solve one of the
following problems [9], [14], [26]:

1) The Evaluation Problem - Given a model ¢ and a
sequence of observations O = (01, 02, ..., 0¢), we aim to
find out with what probability P(O, ®) the given model
generated this sequence of observations.

2) The Decoding Problem - Given a model ¢ and a
sequence of observations O = (01, 0, ..., 0¢), we want
to determine the most probable sequence of states
Q = (0,41, 92, ---,q) in the model that produced this
sequence.

3) The Learning Problem - Given a model ¢ and a set
of observations, we try to adjust the parameters P to
maximize the joint probability [[, P(O|®).

For part-of-speech tagging, we are solving the decoding
problem. We are trying to find the most probable sequence
of tags ti,...,t, (states sequence) given the sequence of
observations of n words w, ..., w, (observation sequence)
[23]:

t1m = argmazP(ty...ty|w:..0,,)
th.tn

emission transition

———
R argmazx H P(w;|t;) P(t;|ti—1)
t

Letn 307
The Viterbi algorithm is used for efficient decoding.

C. Conditional Random Fields

HMM represents a powerful and useful model, but it has
been shown that achieving high accuracies requires a lot of
augmentation. In the task of PoS tagging, we often encounter
unknown words, such as proper nouns, abbreviations and even
verbs that enter the language at a surprising pace. It would
be nice to have a way to add arbitrary features that could
address this problem with unknown words [23]. Such a feature
could be the initial letter case of a word, as proper nouns are
generally capitalized or information about affixes, as the suffix
-ed is usually present in past tense verbs. Information about
the preceding or succeeding word can also be a useful feature
(e.g., if the preceding word was an article, the succeeding
part-of-speech tag will not be a verb).
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We can attempt to make changes to HMM and find a way
to include some of these features. However generally, it is
challenging for generative models such as HMM to directly
add such features to the model in a clear way. Log-linear
models, on the other hand, can combine such features in
a principled way. An example of such a model is logistic
regression, but it is not able to process a sequential data.
However, there is a discriminative sequential model based on
log-linear models, conditional random fields [23].

CRF is a framework for creating probabilistic models for
sequence labeling and segmentation [12], [27]. Simply put, it
is a conditional distribution p(y|z) associated with a graphical
structure [28]. It takes the form of an undirected graphical
model that defines a single log-linear distribution over se-
quence of labels given a particular observed sequence. The
main advantage of CRF over HMM is their conditional nature,
which allows relaxing the strong independence assumption that
HMM requires to ensure inferable conclusions.

CRFs are a special case of Markov random fields [7], which
are an undirected graphical model that satisfies the Markov
property. In the case of CRF, we can view it as an undirected
graph, globally conditioned on X, which is a random variable
representing observed sequences. In the case of part-of-speech
tagging, X ranges over natural language sentences [12]. We
define an undirected graph G = (V. E), where each vertex
v € V corresponds to each random variable, representing an
element Y, of Y [27]. It is assumed that all components Y,
of Y range over a finite set of labels ) [12]. Y in the case of
part-of-speech tagging ranges over part-of-speech taggings of
sentences, and ) is the set of all possible part-of-speech tags
[12]. If each random variable Y, obeys the Markov property
with respect to G, then (Y, X) is a CRF [27]. The structure
of the graph G can be theoretically arbitrary, but it must
provide a representation of the conditional independencies
in the modeled tagging sequences. The absence of an edge
between two vertices in G implies that the random variables
represented by these edges are conditionally independent with
respect to all other random variables in the model [27].

The graphical structure of a CRF allows the joint distribu-
tion to be factorized over the elements Y,, of Y into a normal-
ized product of feature functions. A feature function operates
on a subset of random variables represented by vertices in G
[27]. Feature functions must ensure that the joint probability
can be factorized such that the conditional independent random
variables do not appear in the same feature function. The way
to achieve this requirement is to require each feature function
to operate on a set of random variables whose corresponding
vertices form a maximum clique in the graph G [27].

Individual feature functions have no probabilistic interpre-
tation. They represent constraints placed on sets of random
variables on which the function is defined [27]. However,
this affects the probability of the global set, where a higher
probability belongs to the set where more of these constraints
are satisfied.

When modeling sequences, the simplest graph encountered
is usually a linear chain, where G is a simple chain in which
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the vertices corresponding to elements of Y form a linear chain
[12], [271: G = (V = {1,2,..,n}, E = {(i,i+ 1)}). This
graph is shown in Fig. 3. The limitations of this structure,
known as a linear chain CRF, allow for versions of the
efficient Viterbi algorithm and Forward-Backward algo-
rithm from HMM to be used. In contrast, general CRFs allow
for connections to exist between any two vertices, which is
necessary for tasks where the decision depends on distant
vertices, such as Y;_4.

V1) (V2) (Va) (Vn1) (Vn)

Y1 Y2 Y3 Yn Yn

X = X1, Xn-1.%n
Fig. 3. Structure of first-order chain CRFs. Adapted from [27].

In the case of CRF with chain structures, the entire observed
sequence X, the position i within the sequence, and the labels at
positions i and i-/ are input into the feature function. In some
publications [12], [27], these feature functions are divided into:

o Transition feature functions, which take the entire

observed sequence and the labels at positions i and i-/ in
the label sequence as input. This function has the form
tre(Yi—1,vi, ). An example in the field of part-of-speech
tagging could be:

1 ify;_; = DET and y; = NOUN

0 otherwise

te(Yio1,¥i ) = {

« State feature function, which takes the position i and the
entire observation sequence X as input. It has the form
sk(yi,@,1). An example in the field of part-of-speech
tagging could be:

1 if y; =DET and the observation on
position i is word x; ="the”
0 otherwise

Sk(yivmvi) =

For simplicity, it is not necessary to distinguish between
these two types of feature functions, and therefore they can
be written uniformly as fi (y;—1, v:, @, 7).

Using the feature functions, it is possible to calculate the
probability of the label sequence y given the observation
sequence X:

exp (Zle kak(mvy)>
Zy‘EY exp (Zle wy P (, y‘))

p(yle) = @)
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Where these K functions Fj(x,y) are called global fea-
tures, because each represents a property of the entire input
sequence X and output sequence y. We obtain them by sum-
ming the local features for each position i in the sequence
y.

n
Fe(w,y) = > fu(yiz1, i, 2,0
i=1

Each of these global features is associated with a weight
wy, which is learned during training phase.

The denominator in equation 2 goes through all possible
output sequences y. It is called the normalization factor and
ensures that the result is in the range O to 1. This denominator
is usually pulled out into a function [12], [23], [27], [28]:

K
Z(x) = Z erp (Z kak(wvy‘)>

yeYy k=1
D. Brill’s tagger

Stochastic taggers such as HMM, CRF have many ad-
vantages, but perhaps the most obvious one is that they
do not require demanding manual construction of rules to
capture useful information. However, they also have their dis-
advantages, including memory requirements, since linguistic
information is captured indirectly in large tables of statistics.
Another problem is the demanding search and implementation
of improvements to these models. Another cons is poorer
portability from one tagset or genre corpus to another. Many of
these downsides can be eliminated by Brill’s tagger [S], which
combines rule-based and transformation-based approach. This
tagger surpasses common rule-based NLP approaches because
it is robust and the rules are automatically acquired.

As mentioned, this is a combination of rule-based and
transformation-based taggers. Rule-based because an initial-
state annotator is part of this tagger, which assigns a part-of-
speech tag to each word based on certain rules. The tagger then
applies a series of transformations to the initially annotated
text, which, based on the context of words in the sentence,
attempt to correct the initial tag assignments, leading to
increased accuracy of the tagger. This is why it is also a
transformation-based tagger.

To train and evaluate the tagger, we need three corpora [15]:
[15]:

o A large high-quality tagged training corpus, used for

training,

o a smaller tagged corpus called a patch corpus, used for

creating patches,

o a test corpus, used to evaluate the tagger.

During training, a list of patches is created based on a patch
corpus, which is subsequently applied to the output of the
initial-state annotator. In the original version of the tagger [5],
transformations were added that were created based on 8 pre-
specified patch patterns, which had the following form:

o if a word has tag a and is in context C, then change the

tag to b, or
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« if a word has tag a and has lexical property P, then change
the tag to b, or

o if a word has tag a and a word in region R has lexical
property P, then change the tag to b.

In a later version of the tagger [6], the original transforma-
tions were extended to include:

o contextual transformations, which could refer to both
words and part-of-speech tags,

o unknown-word transformations, which contained patch
templates used for words not seen in the training corpus.

The process of training the tagger takes place in several
steps:

1) In the first step, the initial-state annotator is trained.
In the original version of the tagger [5], the initial-
state annotator determined the most probable tag for
each word and used this information to initially assign
states to the input text. Additionally, the tagger contained
two procedures to improve performance, both of which
did not use any contextual information. One procedure
provided information that if a word not seen in the
training corpus had a capital letter, it is likely a proper
noun, and attempted to correct errors based on this. The
second procedure try to assign tags to words not in the
training corpus by assigning them the most common tag
for words that end with the same three letters. In later
versions of the tagger, a different initial-state annota-
tor could be used. The complexity of the initial-state
annotator ranged from random output assignment to a
sophisticated manually crafted rules for tag assignment
[6].

2) In the next step, the patch corpus is annotated based on
the trained model of the initial-state annotator. Transfor-
mations from a pre-specified list of templates are applied
to the initially annotated data in sequence. The annotated
text of the patch corpus is compared to the true labels,
generating a list of tagging errors. The list consists of
triples < tag,, tagy, number > that indicate how many
times the tagger incorrectly labeled the word with tag,
when it should have been labeled as tag, based on the
true labels.

3) Subsequently, for each error triple, the patch template
is determined that led to the highest score after its
application. In the original version of the tagger [5],
this score was represented by error reduction, which
was calculated as the difference between the number of
corrected words after patch application (the incorrect tag
of the word was changed from tag, to the correct tag
tagy) and the number of new errors that appeared after
patch application (the correct tag of the word tag, was
changed to the incorrect tag tagy,). This was limiting,
so in later versions, the user could choose a scoring
function for comparison and transformation selection

4) The transformation with the highest score from all
combinations of tag,,tagy, number triples and trans-
formations is selected. If its application results in an




ISSN 2305-7254

error reduction above a predetermined threshold, the
transformation is added to the ordered list, and the
training process on the patch corpus is repeated.

The entire training process is depicted in a flow-chart
diagram in Fig. 4.

Training corpus Initial-state annotator| Initial-state
9 com training annotator

¥

,—V j Assign initial states 47/Patch corpus/
/ /L Apply Initialy
‘Add transformation Transformations transformations annotated text

i

/Annola(ed (exl/Z> Compare to the truth 47/ Truth /
Find template which

results in gratest Tagging errors

error reduction

Prespecified set
of transfromation,
templates

Repeat leamning

End oftraining

Fig. 4. Flow-chart diagram of the Brill tagger training process. Adapted from
[6].

Once training is complete and a ordered list of transforma-
tions is generated, new texts can be annotated. The text is first
labeled using the initial-state annotator and then all learned
transformations are applied sequentially one by one.

V. NATURAL LANGUAGE TOOLKIT LIBRARY

NLTK is a popular open-source Python library for natural
language processing that provides a comprehensive set of tools
and resources for building NLP applications. It offers a wide
range of functions and modules for working with text data, in-
cluding tokenization, part-of-speech tagging, chunking, named
entity recognition and more. It also provides an interface for
working with popular corpora such as the Brown Corpus
and Penn Treebank, and allows access to various pre-trained
datasets and models.

VI. METHODOLOGY

In this section, we will describe the methodology of our ex-
periment. We will introduce the data on which the experiment
was run, the manner in which the experiment was performed,
and the metrics that we monitored for each tagger.

A. Data

In the experiment, we used a subset of the Penn Treebank
corpus, which is a widely used benchmark dataset for part-of-
speech tagging. It contains approximately 4.5 million words
of American English, including texts from various genres such
as news articles, books and conversation transcripts [29]. The
texts in this corpus were manually annotated with detailed
linguistic information, including part-of-speech tags, syntactic
structures and named entities.
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We used a portion of this corpus that is directly available
through the NLTK library. The subset contains 5% of the Penn
Treebank corpus, corresponding to 3914 tagged sentences.

The tags used come from the Penn Treebank tagset, which is
a widely used tagset for part-of-speech tagging. It consists of
36 tags that are used to label each word in a sentence with its
part-of-speech tag, providing information on the grammatical
function of the word in the sentence.

B. Model training

The implementation of taggers available in the NLTK library
was used. For the unigram, HMM, and CRF models, pre-
defined settings and parameters were used for their creation
and training.

In the case of the Brill’s tagger, an initial-state annotator
was required, as well as a list of templates used to create
transformations. The selection of the set of templates depends
on the specifics of the task and the characteristics of the data
used. There is no universal set of templates that would be
optimal for every case.

In our case, the UnigramTagger was chosen as the initial
tagger, and the set of templates used was “fntbl37”. It contains
a wide range of rule types, such as unigrams, bigrams, trigrams
as well as contextual rules that take into account surrounding
words in the sentence. There are several reasons why “fntbl37”
may be a good choice for part-of-speech tagging. These
include efficiency, generality, and the fact that “fntbl37” is
part of the NLTK library, making it very easy to use.

C. Experimental setup

In order to obtain accurate results, the experiment was run
1000 times. In each run, the tagged sentences from the Penn
Treebank corpus were divided into training and testing sets.
The training set represented 80% and the testing set 20% of
the original set. For each such division, we store the number
of sentences in the training set, the number of tokens in the
training set, the number of sentences in the testing set, the
number of tokens in the testing set and the number of unknown
words. The average values across the 1000 runs are shown in
Table I.

TABLE I. AVERAGE VALUES OF DATA SET DESCRIPTIVE
CHARACTERISTICS

No. of No. of No. of No. of No. of
train train test test unknown

sentences tokens sentences tokens tokens

3131 80550.449 783 20125.551 1501.13

Subsequently, each of the models was trained on the training
set and tested on the previously unseen testing set.

D. Evaluation

The testing set was used to evaluate the models. Tagging
was performed sequentially. For each model, sentences from
the testing set were iterated through in a cycle, and the cor-
responding tagger tagged the sentence. The labeled sequence
was then added to the list of predicted sentences. After tagging
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all samples in the testing set, the resulting list of sentences
tagged by the taggers was used to evaluate the performance
of the model.

The performance of each model was evaluated based on
several metrics. We observed:

o Average training time - The average time it took to train
the model.

o Average prediction time - The average time it took for
the model to label all tokens in the test set.

o Average number of correct tokens - The average
number of tokens that the model correctly labeled.

« Average number of correct unknown tokens - The av-
erage number of unknown tokens that the model correctly
labeled.

o Accuracy - The proportion of correctly predicted tokens
to all tokens.

« Unknown tokens accuracy - The proportion of correctly
predicted unknown tokens to all unknown tokens.

« Correctly tagged sequences - The number of sentences
that were correctly tagged.

« Correctly tagged sequences accuracy - The proportion
of sentences that were correctly tagged to the total
number of sentences.

By correctly tagged sequences, we mean the case when the
tagger was able to correctly assign a part-of-speech tag to
each token in the sentence, thus correctly identifying the entire
sequence of tags. We consider it appropriate to include this
metric since many taggers achieve more than 97% accuracy in
tagging tokens, but the accuracy of labeling entire sequences
is around 56% [30]. High accuracy in determining tags for
individual tokens is also due to the fact that punctuation marks
are included, which artificially increases accuracy.

VII. RESULTS

The results of the experiments revealed that unigram, HMM,
CRF and Brill’s taggers performed differently in the part-
of-speech tagging task. The performance of each tagger was
evaluated based on several metrics, including accuracy, ac-
curacy on unknown tokens, the average number of correctly
tagged sequences and others. All metrics along with their
descriptions can be found in subsection VI-D. Overall, CRF
tagger performed the best in terms of accuracy. It had the best
results in assigning tags and was also able to correctly tag a
significant portion of tokens that did not appear in the training
set.

VIII. DISCUSSION

Regarding prediction speed, the unigram tagger has the
fastest average prediction time. However, the accuracy of this
tagger is the lowest among the other tested taggers. This
suggests that when selecting a part-of-speech tagger, there may
be a trade-off between accuracy and tagging speed. Another
interesting observation about this tagger is its inability to
predict tokens that did not appear in the training set. This is
understandable given the functioning principle of this tagger,
which assigns a tag to words based on the tag they most
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TABLE II. AVERAGE VALUES OF METRICS FOR EACH

TAGGER
Taggers

Metric Unigram HMM CRF Brill
Training time | 0.136352 0.124735 33.542999 | 7.408718
[s]
Predicting time | 0.013648 4.154508 0.136719 0.195736
[s]
Correct tokens 17685.687 | 18350.972 | 19089.906 | 18078.205
Correct 0 559.167 1231.530 0
unknown
tokens
Correct 72.201 146.737 254.298 112.552
sequences
Accuracy [%] 87.8773 91.1824 94.8538 89.8277
Unknown 0 37.2440 82.0370 0
tokens
accuracy
[%]
Correct 9.2211 18.7404 324774 14.3745
sequence
accuracy[%]

frequently occur with in the training set. Unknown words are
assigned the tag None. This limitation could be improved to
some extent by assigning a tag to unknown words based on
the most frequently occurring tag across the training set. Of
course, more sophisticated methods could also be used to solve
the problem of assigning tags to previously unseen words.

An interesting value is found in the column for the HMM
tagger. Specifically, the average prediction time is several times
higher than that of the other taggers. One reason for this result
may be that although HMM typically has a simpler model
structure compared to CREF, it may require more computations
during the inference phase to calculate probabilities for each
possible sequence of tags. HMM uses the Viterbi algorithm to
compute the most probable sequence of tags for a given input,
which requires computing a table of probabilities for each
possible tag at each position in the input sequence. This can be
computationally demanding for long input sequences or large
tagsets. In our case, we used the Penn Treebank tagset, which
contained 36 tags, and the test sentence consisted of an average
of approximately 25.7 tokens. Whether this is the reason for
the high prediction time is left to the reader’s consideration.
Another reason may be the specific implementation of HMM
in the NLTK library. It is possible that the implementation of
HMM is suboptimal in terms of efficiency.

The experiment results suggest that the CRF tagger with
default parameters available in the NLTK library outperformed
other part-of-speech taggers, also available in the NLTK
library and with default parameters, in terms of accuracy. It
achieved a high overall accuracy (94.85%), but also signif-
icantly better accuracy in tagging unknown tokens (82.04%)
compared to the other taggers in the experiment. As a result, it
was able to correctly tag an average of 32.48% of sentences. Its
disadvantage is a considerably longer training time. However,
the longer training time compared to other taggers is under-
standable, as CRF is a more complex and computationally
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demanding tagger than Unigram, HMM or Brill’s taggers.
CRF is a discriminative model that takes into account all
combinations of feature values and output labels when making
predictions, which makes it more computationally demanding.
The remaining taggers are generative models that consider
only the probabilities of input features. Although the training
time takes more than in the case of other taggers, the accuracy
achieved by this tagger is better than that of other taggers.

In the case of the Brill’s tagger, we achieved only slightly
better accuracy than with unigram tagger. Such results are
understandable, since Brill’s tagger used unigram tagger as an
initial annotator, which it then tried to improve by applying
transformations learned during the training phase. The results
table also showed that Brill’s tagger using the “fntbl37”
template set is not able to tag unknown words. This fact
could have led to a poor overall accuracy of the tagger. The
reason why the tagger was not be able to tag unknown words
may be related to the used template set, which is designed
to capture common patterns in the data and does not have
rules for dealing with unknown words. In our experiment,
the tagger assigns a value of None to unknown words, just
like the unigram tagger. This may also be related to the fact
that we used unigram tagger without extensions to deal with
unknown words as an initial annotator. This limitation could be
addressed by choosing a more sophisticated model as an initial
annotator that can to some extent deal with unseen words.
Adding additional transformation rules that apply to unknown
words could also help.

IX. CONCLUSION

In our study, we focused on providing a comprehensive
introduction to several part-of-speech taggers and their subse-
quent comparison. We looked in detail at how unigram, HMM,
CRF and Brill taggers work. We wanted to find out how well
the implementation of these taggers available in the NLTK li-
brary perform. When comparing, we used taggers with default
settings. We performed 1000 runs of the experiment, in which
for each tagger we observed metrics such as overall accuracy,
accuracy on unknown tokens, training time, prediction time,
accuracy of correctly predicted sequences and others.

In terms of accuracy, the CRF tagger appears to be the best
choice, with an overall accuracy of approximately 94.85%.
It was also able to handle unseen words, achieving an accu-
racy of approximately 82.04%, which was more than twice
that of the second-best performing HMM tagger. Regarding
prediction speed, the unigram tagger clearly leads, being
multiple times faster than the other taggers in the comparison.
An interesting finding we find out was the relatively high
prediction time of the HMM tagger compared to the other
taggers. The results also show that the unigram and Brill
taggers were unable to handle unknown words with default
settings. In the case of the Brill tagger, part of the blame may
lie with the incorrectly selected template set fntbl37”, which
may not have contained the patterns necessary for tagging
unknown words.
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The study had several limitations. We only tested a portion
of the taggers available in the NLTK library. We used only
default settings and parameter values directly available in the
NLTK library for each tagger. This could have caused, for
example, the Brill tagger to be unable to handle unknown
words. Another limitation was the used corpus. In the study,
we only used a portion of the Penn Treebank corpus available
through the NLTK library. We also used only a single tagset,
specifically the Penn Treebank tagset.

In future studies, it would be appropriate to also look at
taggers available within the NLTK library. For taggers partic-
ipating in the comparison, we could use different settings and
parameter values estimated by a more sophisticated method.
The performance of individual taggers should also be tested on
different corpora and tagsets to obtain more objective results.

If you do not want to deal with tuning and finding the
optimal parameters of a part-of-speech tagger, we recommend
using the implementation of the CRF part-of-speech tagger
available in the NLTK library. This model provides relatively
fast and accurate results considering the amount of work and
time required for its creation.
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