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Preface of the 35th Conference of
Open Innovations Association FRUCT

On behalf of the organizing team, I welcome you to the 35th Conference of Open Innovations
Association FRUCT. This year, the conference is hosted by the Tampere University. The
FRUCT35 conference embraces a hybrid format, combining onsite participation in Tampere,
Finland, with online engagement through MS Teams.

Building upon a rich legacy of fostering enduring academic and business collaborations, the
FRUCT conference has consistently been at the forefront of innovation. The program for this
conference comprises 10 sessions, featuring a keynote talk and invited talk, demo and poster
section, and the 8th DataWorld workshop. Spanning three days, the conference program
accommodates both onsite and online participants. The first day of the conference (April 24,
2024) is primarily dedicated to attendees present in person. The second and third days (April 25-
26, 2024) are reserved for online sessions. Consequently, the conference proceedings are tailored
to optimize the experience for both onsite and online participants.

For the onsite portion of the conference, we will adhere to the traditional format of presentations.
Furthermore, the onsite sessions will be live streamed via MS Teams, ensuring that remote
participants can also benefit from these sessions. As for the online component, all presentations
have been pre-recorded by the authors and uploaded to YouTube. The conference program
includes links to individual presentations as well as playlists encompassing all talks for each
section. To manage your participation effectively, please consult the conference program
brochure, which can be downloaded from www.fruct.org/program35.

The online conference sessions consist of two modules. Firstly, we encourage you to watch the
pre-recorded presentations on YouTube. The conference program provides playlists for each
session along with links to the individual presentations. Secondly, the sessions feature a
question-and-answer segment, during which attendees can interact with the authors of the papers
presented. These Q&A sessions will take place on MS Teams. We kindly request all paper
authors to join their respective Q&A sessions and respond to questions from the conference
attendees. The conference program includes designated time slots and corresponding MS Teams
links for these sessions. We encourage you to allocate time beforehand to watch the relevant
videos. Additionally, we invite you to provide feedback to the conference authors through likes,
dislikes, and comments on the YouTube videos. We also encourage you to subscribe to the
FRUCT channel for updates and future content.

We are proud to announce that the conference is technically sponsored by IEEE. All conference
papers have undergone rigorous peer reviews. Full papers were selected based on stringent
criteria, including research quality, paper length, structure, format, and other formal
requirements. Each full paper submission was reviewed by at least three expert peers, and
acceptance was granted only to those that received positive review comments. Authors were
given the opportunity to address all review comments or provide compelling justifications if they
chose not to implement specific suggestions. The second volume of the conference proceedings
accommodates all other accepted submissions that were not classified as full papers and were not
submitted to IEEE Xplore. This partitioning of the proceedings ensures that the highest quality
FRUCT publications can undergo proper international indexing and be published in renowned
databases such as Web of Science.

We are delighted to present the proceedings of the 35th Conference of Open Innovations
Association FRUCT. With a total of 94 conference submissions, we are proud to announce that
35 papers have been accepted for publication as full papers, resulting in a commendable
conference acceptance rate of 37%. In addition the conference organized a special issue for
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papers from Ukrainian authors done in cooperation with partners outside of Ukraine. For the
special issue we selected 47 papers from 128 candidates (acceptance rate 37%).

Once again, we extend our warmest welcome to all participants and express our gratitude to the
Tampere University, and the Big Data and Cognitive Computing MDPI journal for supporting
the conference. We hope that the ensuing discussions, presentations, and interactions will inspire
new avenues of open innovation and contribute to the advancement of research and industry
collaboration.

The accelerating pace of innovation and the increasingly shorter lifespan of commercially viable
technologies pose unique challenges for the IT and ICT industries. Fierce competition among
market players and rapid technological progress fueled by extensive investments in research and
development necessitate a proactive response from educational and research institutions
worldwide. The FRUCT community strives to foster cooperation and cultural exchange,
supporting regional teams in effectively aligning university research and education with
industrial challenges. Our primary mission is to strengthen collaboration within the academic
community, enhance the visibility of research teams, and facilitate direct personal connections
between academic and industrial experts.

The FRUCT conference embodies the principles of continuous development and strategic
partnerships between industrial and academic research, which serve as crucial factors for success
in the modern innovation ecosystem. Throughout the world, there exist remarkable success
stories of such frameworks, which yield significant benefits for all involved parties, fueling their
respective research and development endeavors. While fundamental science driven by
universities and academic organizations should not be tethered directly to existing industries,
industrial research greatly benefits from early access to results and information on emerging
trends and weak signals. Likewise, many universities actively engage in applied research, but to
maximize their efficiency, they require feedback channels from the industry. Thus, establishing
stronger connections between academia and industry is pivotal, especially given the shrinking
innovation cycles discussed earlier. An intriguing new trend to address this need involves
constructing open innovation frameworks specifically designed to develop strategic partnerships
between industrial and academic research, enabling the identification of suitable research
partners and facilitating collaborative incubation of new competencies.

The FRUCT association is actively working to involve students and postgraduates in scientific
activities at an early stage, fostering joint teams to tackle challenging scientific problems using
knowledge-intensive technologies, and elevating the prestige of scientific and research work.
Through the development of various processes, FRUCT supports win-win cooperation and the
advancement of strategic partnerships between academic and industrial research. These
processes serve to overcome barriers to open innovation, demonstrating how businesses can
embrace social responsibility and contribute to long-term research and academic collaborations.

The FRUCT conference stands as a significant event celebrating academia-to-industry
cooperation. With 179 authors and over 50 conference participants representing 26 countries, the
35th FRUCT conference promises to be a vibrant gathering. Additionally, we anticipate that the
presentations on YouTube will garner at least tenfold more views, extending the reach and
impact of the conference beyond its physical boundaries.

The primary topics of the FRUCT conference are as follows:
Artificial Intelligence in Text Analysis and Generation
Artificial Intelligence, Robotics and Automation

Coding Theory, DevOps and DevSecOps Technologies
Emerging Wireless Technologies, 5G and beyond
Internet of Things: Apps and Enabling Technologies
Gamification, E-learning and Smart Data in Education
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We extend our gratitude to all the authors, reviewers, and participants who have contributed to
the success of this conference. The special words of thanks go to the local organizing team and
especially Jari Nurmi, for organizing this conference, Michal Kvet for his long-term contribution
in success of FRUCT conferences, and Nameer Hashim Qasim for managing the Special Issue. I
wish to thank all people who contributed efforts and a lot of personal time to the organization of
the FRUCT conference, and all members of the organizing committee and FRUCT Advisory
Board for reviewing the papers and other forms of contribution to the success of the 35th
FRUCT Conference. I hope that the proceedings and the ensuing discussions will inspire fruitful
collaborations, foster innovative solutions, and drive further advancements in the field of open
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innovations.

April 2024
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FRUCT President
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Abstract—Nowadays, working with data is very important in
the decision-making process. A large amount of data is generated
daily and needs to be stored efficiently. The database system
makes it possible to divide tables into smaller, more manageable
chunks, so-called partitions. Partitions are created based on the
partition key column. If we insert records that do not contain any
anomalies, there is no problem with inserting records into the
partitioned table. The problem can arise if we are trying to insert
records that contain null values of the partition key column.
Therefore, the aim of this paper is to show how records with null
values of the partition key columns behave when inserted into a
partitioned table and to create methodology for managing
partitions with records with null values. We focus on three types
of partitioning: Range, List and Hash partitioning. As part of the
experiments, we will show how it is possible to modify the
definition of the created tables and partitions so, that the records
with null value of the partition key column can also be inserted
into the table.

L

Nowadays, a huge amount of data is generated every day.
The data needs to be efficiently stored, processed and the
results interpreted for further decisions.

INTRODUCTION

As the amount of data stored in the database tables
increases, the efficiency of the executed operations decreases,
which can lead to an increase in the total cost of the executing
queries. During creating queries, we try to reduce the total cost
of queries execution as much as possible. There are several
ways we can achieve this. FEither by creating indexes,
replications, or dividing the table into smaller parts, so-called
partitions.

However, the obtained data might not acquire the required
structure. In many cases, we come across that the data was
incorrect, even some records were incomplete, or some data is
empty, has no value. We say that such data acquire a null
value [6].

Null values are discussed topic in general. In database
tables, they can occur only in those columns whose integrity
constraint is not set to NOT NULL or PRIMARY KEY. How to
work with such columns to be sure that we ensure the correct
interpretation of the records? In database systems, it is not
possible to compare null values through the = assign, but
through the condition IS NULL or IS NOT NULL [2]. In case
we want to treat null values in some way and work with some
value defined by instead of null, there are functions that can
transform null values to a default value or value defined by us.
These function include: NVL(), Coalesce(), Decode() [2].
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These methods can be used in the case when the records are
already stored in the database tables. But how do we insert
records that contain null values into the table? Inserting records
into ordinary table might not be a problem if the integrity
constraints are respected. But in the case of partitioned tables,
whose partitions are created based on a column that can be
defined as null, it can already be a problem.

Therefor, the main aim of this paper is to create a
methodology for managing partitions with records with null
values and to show how null values behave during inserting
records into partitioned table, how it is necessary to modify the
definitions of partitioned tables so that it is possible to insert
records with null values of the partition key columns.

The Oracle database environment will be used for the
experiments in this paper. Oracle is a powerful and versatile
database system that provides a wide range of features and
benefits. It delivers high performance and scalability solutions,
ensures high availability and reliability, and also offers a large
set of data backup and recovery tools. Oracle Database
additionally supports multiple partitioning methods including
range, hash, and list partitioning. However, handling null
values requires a special approach in each database system.
MySQL and PostgreSQL database systems are not different in
this regard. While both systems support partitioning, they each
have several limitations. The MySQL database system does not
allow creating indexes on columns that contain null values,
which can potentially impact query performance [5].
Additionally, the use of foreign keys on partitioned tables is not
supported, which can reduce data integrity. PostgreSQL and the
Oracle database system has fewer restrictions on partitioned
tables in comparison to the previously mentioned database
system.

This paper contains several chapters. At the beginning, the
database tables will be described in more detail. The theoretical
part will then continue in the next chapter, which will be
focused on partitioning. In this chapter we will discuss in more
detail the different types of partitioning provided by the
database system. The experimental part will be found in
chapter four. We will show a methodology for modifying the
definition of database tables for various types of partitioning.
At the end, individual experiments will be summarized.

IL.

A database table is the basic unit of data storage in a
database. Data in a database table is stored using rows and
columns. Each row has to be identified by unique value [1].

DATABASE TABLE
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Each database table has a precisely defined structure, therefore
the data that needs to be stored must also meet these
requirements [4], [7]. Fig. 1 shows the simplified syntax for
creating a database table.

database_name . schema_name .
table_constraint .

O CREATE TABLE

table_name

column_definition

select_statement

Fig. 1. Create table syntax

When creating a table, it is necessary to define the table
name and columns, or it is also possible to create a table as a
result of the Select statement. In that case, the created table will
have the same structure as defined in the Select statement.
Database and schema name is optional [7].

In the case of defining columns, it is necessary to define the
column name and data type (Varchar, Date, Number, etc.).
furthermore, it is possible to define rules for table columns, so-
called integrity constraints. These integrity constraints include
for example NOT NULL. It ensures whether the column value
has to be filled or not [7], [10].

The database table can also contain virtual columns. Virtual
columns differ in that their value is derived based on a defined
expression. The expression represents, for example, constants,
the value of other column of the same table, user-defined
functions, or SQL functions [7].

The Oracle database system allows us to create different
types of database tables, for example, an ordinary table that is
created by default, an index-organized table, a partitioned table,
an external table, etc [7]. In this paper, we are focusing on
partitioned tables, which are described in more detail in the
following section.

III. PARTITIONING

As the amount of data stored in database tables increases,
data processing operations might become slower and less
efficient. Therefore, the idea arose to divide the table into
smaller, more manageable chunks so-called partitions [8], [12],
thanks to which the easier maintenance of the database will be
ensured and at the same time the performance and efficiency of
the query execution will increase [9], [13].

Partitioning is a technique that allows database objects
(tables and indexes) to be subdivided into smaller chunks called
partitions. Each partition is defined by its name and might also
have its own storage characteristics defined. A database object,
which consists of several partitions, can be managed more
easily, while these partitions can be managed separately or
collectively [8]. Partitioning helps reduce the total cost of
executing operations [12].

It is important to note, that accessing a partitioned table does
not differ in any way from accessing a classic non-partitioned
table. It means that a partitioned table is still only one table that
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can be accessed using DML operations in the same way as a
non-partitioned table.

Partitioning key divides the database object into individual
partitions. It can include one or set of columns. Using it, it is
possible to determine in which partition each record will be
included [3].

The graphical representation of a non-partitioned table and a
partitioned table is shown in Fig. 2.

MNon-partioned table Partioned table

Part_1 Part_2

Fig. 2. Graphical representation of the non-partitioned table and partitioned
table

There are many requirements for data processing. Oracle
provides comprehensive partitioning solution, the so-called
partitioning strategies. There are two ways to divide tables.
Single (one-level) partitioning or composite (two level)
partitioning [8]. Single partitioning is displayed in Fig 2. It
means that table will be divided only into partitions. The second
option (composite partitioning) ensures that each partition is
divided to the subpartitions [11]. Fig. 3 shows graphical
representation of the subpartitioned table.

Subpartioned table

¥ L
Part_1 Part_2
| | |

Subpart_1 Subpart_2 Subpart_3

| Subpart_4 |

Fig. 3. Graphical representation of the subpartioned table

So, there are many ways to divide the table into partitions
and subpartitions. It is also possible to create partitions directly
in the definition or dynamically when inserting records into the
table. In addition, partitioning has many extensions, increases
flexibility, and it is also possible to increase performance by
creating global and local indexes.

There are three basic methods of data distribution into
partitions provided by Oracle partitioning — Range partitioning,
List partitioning and Hash partitioning.

A.  Range partitioning

Range partitioning ensures the data distribution into
partitions based on the range of values of the partitioning key
column/columns. The syntax of this type of partitioning is as
follows:

CREATE TABLE [schema.]<table_ name> (
<table definition>
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)
PARTITION BY RANGE (<column> [, <column>,
[INTERVAL (<constant> | <expression>)]

.- 1)

PARTITION [<partition name>]
VALUES LESS THAN (<value>|[,
[TABLESPACE <tablespace_name>]

<value>]...),

)/

Range partitioning represents a continuous distribution
without gaps [3]. Let’s imagine that we want to divide the data
into partitions according to years. When defining a partition,
we always define the upper boundary of the partition. The
lower boundary is automatically set to the value of the upper
boundary of the previous partition. The boundaries have an
increasing character. It means that the first partition covers all
records with a lower value than defined. It is also possible to
define the last partition with the highest partition boundary [8].
This partition boundary can be defined by MAXVALUE value
[11], [12], [13]. Each boundary represents an open interval.

B.  List partitioning

List partitioning is a type of partitioning in which the set of
values in the range is not defined, but the set takes on the
discrete values of the partition key column [11]. It means that
each partition has precisely defined set of values. In the case,
that some inserted records do not acquire any of these values,
and therefore do not belong to any partition, it is possible to
define a DEFAULT partition type, that caches all other records

(8], [13].
The syntax of list partitioning is as follows:

CREATE TABLE [schema.]<table name>(
<table_definition>

)

PARTITION BY LIST (<column>) [AUTOMATIC]

(
PARTITION [<partition name>]

VALUES (<value>[, <value>]...),
[TABLESPACE <tablespace name>]

)/

As can be seen in the syntax of list partitioning, using the
key word AUTOMATIC is possible to create partitions
automatically according to inserting records.

C.  Hash partitioning

The difference between HASH partitioning and the above
types of partitioning is that HASH partitioning has its own
internal hash algorithm built in. This algorithm divides records
into partitions based on a partition key column [3], [11]. The
syntax of this type of partitioning is as follows:

CREATE TABLE [schema.]<table_ name> (

<table definition>
)
PARTITION BY HASH (<column> [, <column>, 1)
[PARTITIONS <num>] [STORE IN <tablespace name>

[, <tablespace_name>, .11

(

PARTITION [<partition_name>]

[TABLESPACE <tablespace_name>]
)/

Hash partitioning is used when the range or list key is not
obvious. This type of partitioning provides roughly equi-
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balanced sizes of the partitions. Therefore, it is difficult to
expect association between partitions and data. With hash
partitioning, it is possible to define the number of partitions to
be created. However, this number must be a power of 2, so this
attribute also greatly affects the partition size balance [8], [13].

In the following section, experiments are described in more
detail. Using examples, we demonstrate individual types of
partitioning in connection with null values.

IV. EXPERIMENTS

The aim of the performed experiments was to find out how
records with null values are stored in database tables divided
into partitions through range, list, and hash partitioning. For
each type of partitioning, we created separate database tables
in which we inserted different types of records, while these
records also contained null values of the columns according to
which the tables were divided into partitions.

For these experiments, the Oracle Database environment
was used, specifically version Oracle 19c.

A. Range partitioning

First, we focused on RANGE partitioning. In this section,
we looked at two options for creating database tables divided
into partitions. The first option was to define the partitions
directly. It means that we defined as many partitions as we
needed in the table definition. The second option was to create
partitions dynamically. It means that in the table definition we
defined only the initial partition and during inserting records,
partitions were created as needed.

The following code shows the table definition with name
tab_partition_null. This table contains three columns
(identification number, record creation date, text) and partition
definition. The table contains four partitions that are created
for years based on the created date column. The first partition
covers all records that were created up to 2021, the second
partition covers only records from 2021, the third partition
stored only records from 2022, and the last partition stores all
records that were created from 2023 onwards.

CREATE TABLE tab partition_null (

record id NUMBER NOT NULL PRIMARY KEY,

creation_date DATE,

text VARCHAR2 (30) )

PARTITION BY RANGE (creation date) (
PARTITION part 2020

VALUES LESS THAN (TO_DATE('01.01.2021', 'DD.MM.YYYY')),
PARTITION part 2021

VALUES LESS THAN (TO DATE('01.01.2022', 'DD.MM.YYYY')),
PARTITION part 2022

VALUES LESS THAN (TO DATE('01.01.2023', 'DD.MM.YYYY')),

PARTITION part 20XX

VALUES LESS THAN (MAXVALUE))

/

After creating the database table with partitions, we inserted
some records into the table. Two of these records contained a
null value in the creation_date column. Inserted records are
displayed in the following code.

INSERT INTO tab partition null

VALUES (1, TO_DATE('21.12.2022', 'DD.MM.YYYY'), 'Textl');
INSERT INTO tab partition null
VALUES (2, TO _DATE ('21.12.2021', 'DD.MM.YYYY'), 'Text2');

INSERT INTO tab partition null
VALUES (3, NULL, 'Text3');
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INSERT INTO tab partition_null

VALUES (4, TO DATE ('21.10.2023', 'DD.MM.YYYY'), 'Textd');

INSERT INTO tab partition null
VALUES (5, NULL, 'Text5'");

All records were successfully inserted into the table
tab_partition_null, even the records with null value of the
creation_date column.

After running the following SELECT statement, which
returns the number of records in each partition, we found that
in the last partition (PART 20XX) are stored three records.

SELECT 'PART 2020', COUNT (*)

FROM TAB PARTITION NULL PARTITION (PART 2020)
UNION ALL
SELECT 'PART 2021', COUNT (*)

FROM TAB PARTITION NULL PARTITION (PART 2021)
UNION ALL
SELECT 'PART 2022', COUNT (*)

FROM TAB PARTITION NULL PARTITION (PART 2022)
UNION ALL
SELECT 'PART 20XX', COUNT (*)

FROM TAB PARTITION NULL PARTITION (PART 20XX);

The result of previous SELECT statement is displayed in
Table 1.

TABLE I. NUMBER OF RECORDS IN THE TAB_PARTITION_NULL

TABLE
PART_ COUNT(*)
PART 2020 0
PART 2021 1
PART 2022 1
PART 20XX 3

When we run SELECT statement for the last partition
(PART 20XX) we see those records with null values in
creation_date column is stored in this partition, because this
partition covers all records that do not belong to the previous
partitions.

The second option of creating partitions is using an interval.
These partitions are created automatically. At the beginning,
the first partition is determined. When inserting a record, the
value of the record is taken and inserted into the appropriate
partition. If this partition does not exist, it will be created
dynamically. The following code shows definition of the
database table together with definition of the partitions
according to creation_date column using the interval function.
CREATE TABLE tab interval partition null(

record id NUMBER NOT NULL PRIMARY KEY,

creation date DATE,

text VARCHAR?2 (30) )

PARTITION BY RANGE (creation_date)

INTERVAL (NUMTOYMINTERVAL (1, 'YEAR')) (

PARTITION part 1

VALUES LESS THAN (TO DATE ('01.01.2021', 'DD.MM.YYYY')))

/

After creating the table, we inserted the same records into it
as in the previous example. Records with the existing value of
the creation_date column were successfully inserted into the
table. The appropriate partitions were created. The initial
partition is created always, but the system automatically
created additional partitions for records with other year of
creation_date column.
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The system failed to insert records with null value of the
creation_date column and gave the following error (ORA-
14300).

SQL Error: ORA-14300: partitioning key maps to a partition
outside maximum permitted number of partitions

The system could not assign the null value of the
creation_date column to any partition, nor could it create a
new partition, because null key values for interval partitioning
are not supported by the system.

The solution to this problem with null values for the
partition key column could be a virtual table column that will
either take the value of the existing creation_date column or
transform the null value to a value we have predefined. So,
we extended the fab_interval partition _null table with virtual
column named date_def. The virtual column is automatically
calculated based on whether or not the creation date column
is filled. If the creation_date column has null value, the
predefined date 01.01.2999 will be set. It was also necessary to
change the creation date column to date def column in the
PARTITION BY RANGE section. The modified table
definition is shown in the following example.

CREATE TABLE tab interval partition null(

record_id NUMBER NOT NULL PRIMARY KEY,

creation_date DATE,

text VARCHAR2 (30) ,

date_def DATE GENERATED ALWAYS AS

(COALESCE (creation_date,
TO DATE ('01.01.2999', 'DD.MM.YYYY'))) VIRTUAL)
PARTITION BY RANGE (date_def)
INTERVAL ( NUMTOYMINTERVAL

PARTITION part_ 1
VALUES LESS THAN (TO_DATE('01.01.2021"',

(1, "YEAR')) (

'DD.MM.YYYY'")))
/

After re-creating the fab_interval partition _null database
table and inserting given records we received information that
all records have been successfully inserted to the table.

The names, interval values and number of rows in partitions
are accessed via the following statement.
SELECT partition name, high value, num_rows
FROM user_tab_partitions

WHERE table name = 'TAB INTERVAL PARTITION NULL'
ORDER BY partition_name;

The result of the SELECT statement is displayed in the
Table II.

TABLE II. NAMES AND INTERVAL VALUES OF THE PARTITIONS

PARTITION NAME INTERVAL VALUE REC. NUMBER

TO_DATE(' 2021-01-01 00:00:00',

PART_1 'SYYYY-MM-DD HH24:MI:SS) 0
SYS_P34691 "STYYY-MM.DD HH24MISS) !
SYS_P34692 'SYYYY-MMLDD HH24MESS) !
SYS_ P34693 YV DD HIO4 IS8 2
SYS. P34694 TO_DATE(' 2024-01-01 00:00:00, 1

'SYYYY-MM-DD HH24:MI:SS')

As can be seen in the Table II, initial partition defined by us
was created and then there were four partitions created
according to needed. Partitions which are created by system
start with prefix SYS. We can see that in the partition
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SYS P34693 are two records. That records contain null value
in creation_date column.

B. List partitioning

LIST partitioning is similar as a RANGE partitioning.
Different is that list partitioning defines list of values which
the partitions can acquire. In this section, we will demonstrate
an example of the tab list partition_null database table
partitioned using LIST partitioning. The effort is to find out
how to store the records that contain null values of the column
that defines the partitions.

The tab list partition_null database table is extended by
another state code attribute. Based on this attribute, four
partitions will be created. The first partition contains only
records that acquire the value SK or CZ of the state code
column. The second partition covers records with BE and FR
state_code column, records with DE and AT state code
column are stored in the third partition and the last partition
contains records with HU and PL value of the state code
column. The definition of the tab list partition null is
displayed below.

CREATE TABLE tab list partition_null(
record_id NUMBER NOT NULL PRIMARY KEY,
creation_date DATE,
state_code VARCHAR (2) ,
text VARCHAR2 (30)

PARTITION BY LIST (state_code) (

PARTITION part 1 VALUES ('SK', 'Cz'),
PARTITION part 2 VALUES ('BE', 'FR'),
PARTITION part 3 VALUES ('DE', 'AT'),
PARTITION part 4 VALUES ('HU', 'PL'))

After creating the table, we tried to insert the following
records. The records also contained null values of the
state_code column, but also values that do not fit into any
partition.

INSERT INTO tab list partition null
(1, TO DATE ('21.12.2022', 'DD.MM.

VALUES

YYYY'), 'SK', 'Textl');
VALUES

YYYY'), NULL,

INSERT INTO tab list partition null
(2, TO DATE ('21.12.2021', 'DD.MM. 'Text2');
INSERT INTO tab list partition_null VALUES

(3, NULL, 'HU', 'Text3');

VALUES
YYYY'),

INSERT INTO tab list partition null

(4, TO DATE ('21.10.2023', 'DD.MM. 'AT', 'Textd');

INSERT INTO VALUES

(5, NULL,

tab list partition null
NULL, 'Text5');

INSERT INTO
(6, NULL,

tab_list_partition_null VALUES

'GB', 'Text6');

Records with a filled value of the state_code column were
successfully inserted into the table, but records with a null
value and a different value of this column could not be
inserted into the database table. The system threw the
following error (ORA-14400).

SQL Error: ORA-14400:
any partition

inserted partition key does not map to

Therefore, we had to extend the definition of the
tab_list partition_null table with additional types of partitions.
The system allows us to use the default clause. Subsequently,
all other records that do not meet the conditions of the
previous partitions will be inserted to the default partition.
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Records with null value of the partition key column will
also be stored in this partition. However, if we would like to
separate records with null values from records whose value is
filled but does not belong to any defined partition, the system
allows creating a partition only for records with null values
through the null clause.

The following example shows extending the
tab_list_partition_null database table definition to include two
more partitions. To the definition, we have added a partition
that will store only records with null values in a given column,
and another partition will store records with column values
that do not fit into any other partition.

CREATE TABLE tab list partition null(

record id NUMBER NOT NULL PRIMARY KEY,

creation_date DATE,

state_code VARCHAR(2) ,

text VARCHAR2 (30)
PARTITION BY LIST (state_code) (

PARTITION part 1 VALUES ('SK', 'Cz'),
PARTITION part 2 VALUES ('BE', 'FR'),
PARTITION part 3 VALUES ('DE', 'AT'),
PARTITION part 4 VALUES ('HU', 'PL'),

PARTITION
PARTITION

part_null VALUES (NULL),
part_default VALUES (DEFAULT))

Subsequently, we again tried to insert the above records
into the tab list partition null table. All records were
successfully inserted. Using the following SELECT statement,
we checked how many records are in individual partitions.

SELECT 'PART 1', COUNT (*)
FROM TAB LIST PARTITION NULL PARTITION (PART 1)
UNION ALL
SELECT 'PART 2', COUNT (*)
FROM TAB LIST_PARTITION NULL PARTITION
UNION ALL
SELECT 'PART_3', COUNT (*)
FROM TAB LIST PARTITION NULL PARTITION
UNION ALL
SELECT 'PART 4', COUNT (*)
FROM TAB LIST_PARTITION_NULL PARTITION
UNION ALL
SELECT 'PART_NULL', COUNT (*)
FROM TAB LIST PARTITION NULL PARTITION
UNION ALL
SELECT 'PART_DEFAULT', COUNT (*)
FROM TAB LIST PARTITION NULL PARTITION

(PART 2)
(PART 3)
(PART 4)
(PART NULL)

(PART DEFAULT) ;

The resulting table with the name of the partitions and the
number of records in each partition is shown in Table III.

TABLE III. NUMBER OF RECORDS IN THE
TAB LIST PARTITION NULL TABLE

PART _ COUNT(*)
PART | 1
PART 2
PART 3
PART 4
PART NULL
PART DEFAULT

—_ N = = o

List partitioning offers two options to solve the problem of
null values. The first option is the use of the default partition
type, but with this option it is important to realize that in
addition, records with null value, records with values that do
not belong to any other partition will also be stored here. The
second option is to use a null partition type, so only records
with null value of the partition key column will be stored in
this partition.
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C. Hash partitioning

Another way to divide the database table into partitions is to
use partitioning by HASH. There is no need to specify
explicitly partitions as in the RANGE or LIST partitioning.
We only specify column according to which the partition will
be created and number of partitions which will be created. If
the number of partitions is not included, the system creates
only one partition as default.

The following code displays the creation of the
tab_hash_partitioning null database table together with the
HASH partitioning definition. We created partitions using the
creation_date column and defined the number of partitions to
the number four. So, the system created four partitions.

CREATE TABLE tab_hash_partition_null(
record_id NUMBER NOT NULL PRIMARY KEY,
creation_date DATE,
text VARCHAR?2 (30) )

PARTITION BY HASH (creation_date)

PARTITIONS 4

/

After creating the table, we inserted the same records into
the database table as in the previous examples. All records
have been successfully inserted into the table. Even those
records that did not have a defined creation_date column.

Subsequently, we searched for records in individual
partitions using the following SELECT statement. While we
found that there are four records in the first partition and one
record in the last partition. We obtained the names of the
partitions through the partition name attribute from the
user_tab_partitions table.

SELECT 'PART 1', COUNT (*)

FROM TAB HASH PARTITION NULL PARTITION (SYS_P34704)
UNION ALL
SELECT 'PART 2', COUNT (*)

FROM TAB HASH PARTITION NULL PARTITION (SYS P34705)
UNION ALL
SELECT 'PART 3', COUNT (*)

FROM TAB HASH_PARTITION NULL PARTITION (SYS_P34706
UNION ALL
SELECT 'PART 4', COUNT (*)

FROM TAB HASH PARTITION NULL PARTITION (SYS_P34707);

The result of the above SELECT statement can be found in
Table IV.

TABLE IV. NUMBER OF RECORDS IN THE
TAB _HASH PARTITION NULL TABLE

PART_ COUNT(*)
PART | 4
PART 2 0
PART 3 0
PART 4 1

After getting the records from the first partition using the
following SELECT statement, we got the records that are
stored in the partition.

SELECT *
FROM TAB HASH PARTITION NULL PARTITION (SYS P34704);

The result of the previous SELECT statement, which
selects only data from SYS P34704 partition, can be found in
Table V.
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TABLE V. RECORDS IN THE SYS_P34704 PARTITION

Record ID Creation date Text
2 21.12.2021 Text2
3 NULL Text3
4 21.10.2023 Text4
5 NULL Text5

In this example, we can see that there is no problem with
null values in HASH partitioning. The system inserts a record
with null value of the given column into the partition obtained
by calculating its hash function. In general, in the case of
HASH partitioning, records with the null value of the partition
key column can be stored in any partition.

VII. CONCLUSION

The main aim of this paper was to create a methodology
for managing partitions with records with null values and
show how to store records in partitioned tables. If the records
contain not null value in the partition key column, there is no
problem with inserting them into the table. The problem arises
if we try to insert a record with null value of the partition key
column into the table.

In this paper, we decided to demonstrate examples of
storing records with null values in partitioned database tables.

The introduction of this paper describes what null values
are and why their storing and processing is important. Null
values cause a problem in their storage and further processing.
The following chapter focuses on partitions. In this chapter,
partition meaning and types of partitions (range, list, hash,
composite partitions) are described in more detailed. After so-
called theoretical part, the chapter with our experiments
follows. For each type of partition, the practical examples of
how records with null values behave when they are inserted
into database tables divided into partitions, are demonstrated.

To summarize, in our experiments we focused on three
types of partitioning. In the first experiment, we showed how
it is possible to store records with null values of the partition
key column in a table that uses RANGE partitioning. We
demonstrated a sample of two options for creating partitions.
First, we created a database table in which we defined the
partitions directly, and then we created a database table in
which the partitions were defined dynamically. In both cases,
we tried to solve the problem of storing records with null
values of the partition key column. The second experiment
was focused on LIST partitioning. In this experiment, we
again looked for a suitable solution for storing records with
null values of the partition key column. We have shown two
ways in which these records can be stored. The last third
experiment was focused on HASH partitioning and its way of
handling records with null values of the partition key column.
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