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Preface

This book contains a selection of papers accepted for presentation and discussion at the
2024 World Conference on Information Systems and Technologies (WorldCIST 24).
This conference had the scientific support of the Lodz University of Technology, Infor-
mation and Technology Management Association ITMA), IEEE Systems, Man, and
Cybernetics Society (IEEE SMC), Iberian Association for Information Systems and
Technologies (AISTI), and Global Institute for IT Management (GIIM). It took place in
Lodz city, Poland, 26-28 March 2024.

The World Conference on Information Systems and Technologies (WorldCIST) is a
global forum for researchers and practitioners to present and discuss recent results and
innovations, current trends, professional experiences, and challenges of modern Informa-
tion Systems and Technologies research, technological development, and applications.
One of its main aims is to strengthen the drive toward a holistic symbiosis between
academy, society, and industry. WorldCIST’23 is built on the successes of: World-
CIST’13 held at Olhao, Algarve, Portugal; WorldCIST’ 14 held at Funchal, Madeira,
Portugal; WorldCIST’ 15 held at Sdo Miguel, Azores, Portugal; WorldCIST’ 16 held at
Recife, Pernambuco, Brazil; WorldCIST 17 held at Porto Santo, Madeira, Portugal;
WorldCIST’ 18 held at Naples, Italy; WorldCIST 19 held at La Toja, Spain; World-
CIST’20 held at Budva, Montenegro; WorldCIST 21 held at Terceira Island, Portugal;
WorldCIST 22 held at Budva, Montenegro; and WorldCIST 23, which took place at
Pisa, Italy.

The Program Committee of WorldCIST 24 was composed of a multidisciplinary
group of 328 experts and those who are intimately concerned with Information Systems
and Technologies. They have had the responsibility for evaluating, in a ‘blind review’
process, the papers received for each of the main themes proposed for the conference:
A) Information and Knowledge Management; B) Organizational Models and Informa-
tion Systems; C) Software and Systems Modeling; D) Software Systems, Architectures,
Applications and Tools; E) Multimedia Systems and Applications; F) Computer Net-
works, Mobility and Pervasive Systems; G) Intelligent and Decision Support Systems;
H) Big Data Analytics and Applications; I) Human-Computer Interaction; J) Ethics,
Computers & Security; K) Health Informatics; L) Information Technologies in Educa-
tion; M) Information Technologies in Radiocommunications; and N) Technologies for
Biomedical Applications.

The conference also included workshop sessions taking place in parallel with the con-
ference ones. Workshop sessions covered themes such as: ICT for Auditing & Account-
ing; Open Learning and Inclusive Education Through Information and Communication
Technology; Digital Marketing and Communication, Technologies, and Applications;
Advances in Deep Learning Methods and Evolutionary Computing for Health Care;
Data Mining and Machine Learning in Smart Cities: The role of the technologies in the
research of the migrations; Artificial Intelligence Models and Artifacts for Business Intel-
ligence Applications; Al in Education; Environmental data analytics; Forest-Inspired
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Computational Intelligence Methods and Applications; Railway Operations, Modeling
and Safety; Technology Management in the Electrical Generation Industry: Capacity
Building through Knowledge, Resources and Networks; Data Privacy and Protection
in Modern Technologies; Strategies and Challenges in Modern NLP: From Argumen-
tation to Ethical Deployment; and Enabling Software Engineering Practices Via Last
Development Trends.

WorldCIST’24 and its workshops received about 400 contributions from 47 countries
around the world. The papers accepted for oral presentation and discussion at the con-
ference are published by Springer (this book) in four volumes and will be submitted for
indexing by WoS, Scopus, EI-Compendex, DBLP, and/or Google Scholar, among others.
Extended versions of selected best papers will be published in special or regular issues
of leading and relevant journals, mainly JCR/SCI/SSCI and Scopus/EI-Compendex
indexed journals.

We acknowledge all of those that contributed to the staging of WorldCIST 24
(authors, committees, workshop organizers, and sponsors). We deeply appreciate their
involvement and support that was crucial for the success of WorldCIST’24.

March 2024 Alvaro Rocha
Hojjat Adeli

Gintautas Dzemyda

Fernando Moreira

Aneta Poniszewska-Maranda
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Abstract. This paper investigates the effect of preprocessing, specifi-
cally word substitution by pseudo words, on the performance of selected
named entity recognition (NER) models. The study focuses on explain-
ing the methodology used during the experimental process. The paper
comprehensively describes the dataset used, the process of word sub-
stitution with pseudo words, the process of model training, the process
of executing the test scenario, the performance evaluation criteria and
the limitations of the experiment. This paper contributes to the evolv-
ing area of Natural Language Processing by providing a comprehensive
examination of the impact of preprocessing using substitution strategy
on the performance of selected NER models.

Keywords: named entity recognition - preprocessing - substitution -
pseudo words

1 Introduction

Named Entity Recognition (NER) plays a key role in solving various Natu-
ral Language Processing tasks. It allows the extraction of entities, such as
persons, organizations, and places, from unstructured text. New NER models
are regularly emerging, which are achieving increasingly better results on spe-
cific domains. However, little attention has been paid to text preprocessing,
which may be a critical factor in the overall performance of the models. This
paper investigates the impact of a particular preprocessing technique - pseudo
word substitution - on the performance of selected NER models, namely hidden
Markov model (HMM), conditional random fields (CRF), gated recurrent unit
(GRU), bidirectional long short-term memory network (BiLSTM) and our Naive
model. Substitution involves replacing a particular word in a sequence with a
pseudo word that to some extent reflects one of the features of that word. Such
a preprocessing method is intended to improve the model’s ability to generalize.

In addition to the approach used and the associated model, the preprocessing
of the input data can have a significant impact on the performance of the sys-
tem [5]. As noted by Hickman et al. [2] certain text preprocessing procedures can
© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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help improve the accuracy of subsequent text analysis. Standard preprocessing
procedures include stopword removal, lowercase conversion, and stemming. Con-
tractions expansion (converting abbreviations and abbreviated words to their full
form) is commonly used in text analysis [3]. Similar preprocessing procedures can
be used for the NER task [5]. Despite the potential impact of preprocessing on
the resulting performance on various NLP tasks, there has been little attention
given to this topic.

This study is designed to explain the methodology used to investigate the
impact of substitution on the performance of selected NER models. In the Sect. 2,
we will explain the concept of word substitution by pseudo words and also
present the main ideas behind the origin of the idea of replacing words by pseudo
words representing certain features of the original word. Section 3 focuses on the
methodology itself. Here, we describe in detail the selected dataset, the process
of replacing words with pseudo words along with the tested scenarios, the process
of model training, the process of executing the test scenario, the observed met-
rics along with the method of performance evaluation, and finally, we conclude
with the limitations of the experiment.

By clarifying the methodological background of our experiment, we set the
foundation for a deeper understanding of how preprocessing may lead to changes
in the performance and robustness of the NER model.

2 Concept of Pseudo Word Substitution

The idea of using word substitution with pseudo words to investigate its impact
on the performance of different models arose when reviewing the work of Bikel
et al. [1] where pseudo words were used as one of feature that were used to solve
a NER task. In our work, we do not use these words as additional features, but
use them directly to replace words in sequences.

As stated in the original work [1], the intuition behind the use of these words
is clear:

— In Roman languages, a capital letter at the beginning of a word is often good
evidence that it is a name. Therefore, it makes sense that if we come across
an unknown word that begins with a capital letter, we replace that word with
a pseudo word that represents that information.

— If we consider each word consisting of numeric characters as a unique num-
ber, we would need an infinitely large vocabulary. Certain forms of numeric
characters tend to represent the same information. For example, a four-digit
number often represents the year, numbers separated by slashes often rep-
resent the date, numbers containing a comma usually represent monetary
amounts, and numbers with a period may represent percentages.

We have taken the categories and order of features from the original work. To
these features we have assigned a custom pseudo word (tag) to be used in the
substitution. We have also defined the rules that must be fulfilled for a word to
be replaced by a pseudo word. Almost all of the rules have the form of a regular
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expression. The only exception is the pseudo word representing the first word
in a sentence. Here we needed an index of that word within the sentence when
evaluating the condition. The individual pseudo words (tags), the conditions,
their order along with an example and intuition can be seen in Table 1 which is
a modification of the table from the original work. The meaning of the individual
regex symbols can be found at this page. We suggest that pseudo words may help
to reduce the vocabulary and increase the model’s ability to generalize, making
the model better at dealing with unknown words.

Table 1. Word features, pseudo word tag, conditions, examples and intuition behind
them

Word feature Tag Condition Example Intuition

twoDigitNum [TDN]|"\ d{2}$ 90 Two-digit year

fourDigitNum | [FDN] |\d{4}$ 2023 Four-digit year

digitAndAlpha | [CDA] [(7:.*[a-zA-Z].%\ d.*)| (7:.*\ d.*[a-zA-Z].%)$ | A8956-67 Product code

digitAndDash | [CDD] [(7:[\ d\-]*\ d-[\ d\-]*)$ 09-96 Date

digitAndSlash | [CDS] [(7:[\ d/]*\ d/[\ d\/]*)$ 11/9/89 Date

digitAndComma | [CDC] [(7:-7[\ d [*\ d,[\ d\, ]*.?\ d*)$ 23,000.00 Monetary amount

digitAndPeriod | [CDP] [(7:-?\ d+.\ d+)$ 1.00 Monetary amount, percentage
otherNum [ON] |=7\ d+$ 456789 Other number

allCaps [AC] |"[A-Z]+8 OSN Organization

capPeriod [CP] |([A-Z]([a-2]{0,2}] [a-z][A-Z])\.\ s*)+$ OSN Organization

firstWord [FW] | word index = 0 first word of sentence | No useful capitalization information
initCap [IC]  |1A-Z][a-zA-Z]*$ Sally Capitalized word

lowerCase [LC]  |Ta-z]+$ can Uncapitalized word

other [OW] |1\ s\ S]*¥|+$ , Punctuation marks, all other words

3 Methodology

3.1 Data

In our research we have used the CoNLLpp dataset [6], which is a corrected ver-
sion of the original CoNLL2003 dataset [4]. In the CoNLLpp version, 5.38% of
the sentences in the test set have been manually corrected compared to the orig-
inal version. CoNLL2003 is a widely used NER benchmark dataset. The whole
dataset is already partitioned into a training set containing 14041 sentences, a
validation set consisting of 3250 sentences, and a test set consisting of 3453 sen-
tences. There are 4 types of named entities. The first entity is persons (PER),
denoting the names of individuals or groups. The next type of named entities are
locations (LOC), where the names of political or geographically defined places
such as cities, provinces, states, international regions, bodies of water, moun-
tains, etc. are included. The third group is organizations (ORG), which includes
names of companies, agencies, institutions, etc. The last type of named entities is
miscellaneous (MISC), which includes names of entities that do not fit into any
of the previous three categories. They may include names of events, nationalities,
products, artworks, etc.
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The version of CoNLLpp from the HuggingFace portal that we use contains
only data in English. In addition, each word is also given its corresponding part-
of-speech tag. However, in our experiment we will not use this knowledge and
will only focus on prediction based on word sequences. A single row consists of
an array of words and an array of their associated named entity tags. During
the experiment we used all available sets. The training set was used to train the
models, the validation set was used to tune the hyperparameters, and the test
set was used to evaluate the performance of the models on previously unseen
data. We kept the individual sets in their original form, i.e., we did not change
the order of the sentences during training.

3.2 Replacing Words with Pseudo Words

In our research, we focused on the effect of using pseudo words on the perfor-
mance of models in a NER task. The sentences and the words occurring in them
were sequentially walked through in each dataset. Each word was subject to a
series of tests. If a word met any of the conditions, it was replaced in the sentence
by the pseudo word corresponding to that condition. A word that already met
one of the conditions was excluded from further consideration.

The whole process began with the creation of a dictionary of known words.
This dictionary was created based on the training set only. The sentences occur-
ring in the training set are flattened and a single array containing all the words
occurring in the corpus is created. In the next stage of dictionary definition,
there are two possible scenarios. In the first scenario, words that contain num-
bers or only consist of punctuations remain in the array. In the second scenario,
such words are removed. Independently of the applied scenario, the frequency of
occurrences of each word is computed based on the given array. Finally, words
with occurrence frequency below a certain threshold are removed. From the
remaining unique words, a dictionary of known words is created.

The next stage of the process involved the actual replacement of words in the
sets by pseudo words. This phase is applied to all the sets (train, validation, test).
The sets are sequentially walked through sentence by sentence and sentence by
word. Each word is subjected to a series of conditions. The first condition is
the occurrence of the word in a dictionary of known words. If the word is found
in this dictionary, its form is kept and it is excluded from further processing.
If the word is not found in the dictionary, it is subjected to further testing.
In the second step, the conditions are applied to this unknown word in a well-
defined order. The individual conditions and their order of application are listed
in Table 1. If a word satisfies the corresponding condition, it is replaced by the
corresponding pseudo word and is excluded from further processing. If the word
does not satisfy the actual condition, the following condition is applied to it in
order. If a word does not satisfy any of the conditions, it is placed on the last
condition satisfied by each word.

Datasets processed in this way are used to train the model and evaluate its
performance. In our experiment, we have tested the following scenarios:
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— No modification - In this case, we have not applied any changes to the
individual datasets and have used them in the format in which we got them
from the source.

— Removal of words containing numbers or consisting only of punc-
tuation marks from the dictionary of known words - All words from
the test set are included in the list of known words, except for words con-
taining digits or consisting only of non-alphanumeric characters. Thus, only
these words are replaced by pseudo words in the training set. In the validation
and test sets, words that did not appear in the training set are also replaced.
However, the model had no opportunity to learn to recognize these pseudo
words and thus they will only appear as unknown words for the model.

— Removal of words from the dictionary of known words where the
frequency of occurrences in the training set is less than a threshold
- This scenario contains four sub-scenarios for each frequency of occurrences
(1, 2, 3, 4).

— Remove those words from the dictionary of known words that con-
tain numbers, consist only of punctuation marks, or have a fre-
quency of occurrence less than the threshold - This scenario is a com-
bination of the two previous scenarios.

3.3 Model Training

The training understandably varied depending on the model. Each model
required its specific training data format. Some of the models, namely CRF,
GRU and BiLSTM, also required hyperparameter tuning.

The training process of Naive model looks as follows. The sentences in the
training set are flattened into an array of words and an array of associated named
entity tags. For each word the most frequently used named tag for that word is
defined. Also the most frequent tag in whole dataset is identified. It will be later
assigned to unknown words.

As HMM model we have used the HiddenMarkovModelTagger implementa-
tion, available in the NLTK library. This implementation requires a collection
of sentences for its training, where each sentence is represented by an array of
pairs where the first position contains the word and the second position contains
the associated named entity tag. We used the data prepared in this way as an
argument to the model’s training function.

From the sklearn-crfsuite library, we have used the CRF implementation.
From a training dataframe, individual sentences represented by an array of
words and a separate array of corresponding named entity tags are extracted.
CRF requires defining a set of features and converting words to these features.
We have taken the function that converts a word into a dictionary of features
from the documentation page of the sklearn-crfsuite library. The original ver-
sion of the function also produced features based on part-of-speech tags. Such
features have been removed from the function to ensure equal conditions and
available information across models. The model on its input for training and
prediction requires every word in the sentence to be converted into dictionary
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of features. The CRF contained hyperparameters that needed to be determined.
Using restricted grid search, we have tested different combinations of hyperpa-
rameters on the validation set. From the measured values, we have found that the
best results are given by the combination of hyperparameters shown in Table 2.
Remaining hyperparameters were left at their default values.

The training of the GRU and BiLLSTM models looks identical in both cases.
Since neural networks require only numerical data on their input, it is neces-
sary to convert words and named entity tags to numbers. A special tag [PAD]
is added to the list of named entity tags, which is used to represent padding.
The sentences from the (preprocessed) training dataset are flattened and for
each word the frequency of its occurrence within the whole dataset is deter-
mined. Since the size of the neural network inputs affects the number of param-
eters and hence the time required to train them, only a subset of the most
frequently occurring words is selected from the list of unique words. The num-
ber of these words is determined by the wvocab_size parameter. From the set
of unique words, vocab_size — 2 most frequently occurring words are selected.
This set of unique words constitutes our vocabulary. The value 2 is subtracted
from the original vocab_size parameter, since two values are reserved for special
tokens that represent unknown words and padding. Based on the vocabulary,
a Keras StringLookup layer is created. This layer will provide the conversion
of words to numbers. Within all datasets, word arrays representing sentences
are converted to number arrays using this layer. Training dataset prepared in
this fashion needs to be divided into equally sized mini-batches. The size of
a single batch is determined by the batch_size parameter. Tensors are created
from the training sentences and their associated named entity tags. These ten-
sors are concatenated into equally sized mini batches (the exception is the last
batch, which may be smaller). The tensors in each of these mini batches have
the same size, which is equal to the number of words in the longest sentence
within the mini batch. Shorter sentences are aligned to the required size using a
special character, padding. The adjusted data is used as an argument to the fit
method, which is used to train the model. Since padding is used, a custom loss
function based on the SparseCategoricalCrossentropy loss function was created.
This loss function only takes into account the error in positions corresponding
to the original sentence, so any part with padding is ignored when computing
the error. The described loss function as well as the preprocessing of the input
data is a modification of an example taken from the official documentation page
of the Keras library, where the NER task using the transformer model has been
solved. During training we used early stopping in order to reduce overtraining.
This monitored the loss on the validation set and if the loss increased for two
consecutive epochs, training was terminated. The structure of the GRU network
can be seen in Table3 and the structure of the BiLSTM is shown in Table5.
GRU and BiLSTM require hyperparameter tuning for their proper functioning.
Using restricted grid search, we tested different combinations of hyperparame-
ters on the validation set. From the measured values, we have found that the
best results for GRU model are given by the combination of hyperparameters
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shown in Table4 and best hyperparameters combination for BiLSTM is shown
in Table 6. The other hyperparameters were left at their default value.

Table 2. CRF hyperparameters

Hyperparameter Value
algorithm Ibfgs
cl 0.1

c2 0.1
max-iterations 200
all_possible_transitions | True

Table 3. GRU model structure

Layer type | Parameters

Embedding | input_dim=lookup_layer.vocabulary_size()+1, output_dim=100

GRU units=50, return_sequences=True

Dense units=10, activation="‘sigmoid’

3.4 Performing a Test Scenario

The flow of each test scenario consists of several steps. In the first step, a dic-
tionary of known words is generated based on the training data. Based on sce-
nario, words that contain digits or that consist entirely of punctuation marks are
retained or removed. Next, the frequency of occurrences for each word is calcu-
lated and words that have a frequency lower than a given threshold are removed
from the dictionary. In the next step, word replacement with pseudo words is

Table 4. GRU hyperparameters

Hyperparameter | Value | Note

vocab_size 20000 | Upper bound for number of words in
string lookup layer

output_embedding 100 | Each word is converted into 100
dimensional numeric vector
units 50 | Number of GRU units

batch_size 32 | Each training mini-batch consist of 32
padded sequences (except the last)

epochs 100 | Early stopping was used, so this number
is the upper limit
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Table 5. BiLSTM model structure

Layer type Parameters

Embedding input_dim=lookup_layer.vocabulary_size()+1, output_dim=100

Bidirectional(LSTM) | units=100, return_sequences=True

Dense units=10, activation="‘sigmoid’

Table 6. BiLSTM hyperparameters

Hyperparameter | Value | Note

vocab_size 20000 | Upper bound for number of words in
string lookup layer

output_embedding | 100 Each word is converted into 100
dimensional numeric vector

units 100 Number of LSTM units in one direction

batch_size 32 Each training mini-batch consist of 32
padded sequences (except the last)

epochs 100 Early stopping was used, so this number
is the upper limit

handled. Depending on the scenario, this phase can be skipped. If the replace-
ment should be performed, the series of conditions is applied to each dataset
(training, validation, test). For each word, it is first checked for its occurrence
in the dictionary of known words. If the word occurs in the dictionary, it is left
unchanged and excluded from further processing, otherwise, given the condition
it satisfied, it is replaced by the corresponding pseudo word. Next comes the
initialization of the model. The processed training data is sent to the model
initialization method. This initialization step is used by the GRU and BiLSTM
models to create the StringLookup layer. This is followed by transformation of
training data (and, in the case of GRU and BiLSTM, also validation data) into
the format needed for model training. Next, all three datasets are transformed
into the format required for prediction and performance evaluation. In the last
step, training and performance evaluation of the model takes place. This step is
performed N times, storing the result in the result list. These N results are then
used to calculate the average value of the observed metrics.

3.5 Performance Evaluation

The most commonly used metrics for evaluating NER models are precision,
recall, and F1 score. These metrics provide a broad view of model performance.
Their use is widespread as they provide a balance between the model’s ability to
correctly identify entities (precision) and its ability to not miss any real entities
(recall). The F1 score provides a single metric that balances both considerations.
Because of this, we provide the F1 score as the main metric.
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To evaluate the performance of the models, we used the segeval framework,
which is a Python framework available through the evaluate library, designed
to evaluate labeled sequences. In the context of NER, segeval provides values
for metrics such as accuracy, precision, recall, F1 score for the entire dataset
and also provides the same metrics for individual named entity categories. The
seqeval provides two evaluation modes, default and strict. The default mode
aims to mimic conlleval, while the strict mode evaluates inputs based on the
specified schema. Since our data uses the IOB2 scheme, we used strict mod in
our evaluation.

For each scenario we performed 5 runs, i.e. in each run we re-created and re-
trained the model. Using seqeval, we have evaluated the individual metrics and
stored them in a list of results. The final result for a given metric is calculated
as the average of all runs.

3.6 Experiment Limitations

There are several limitations in our experiment that can be potential sources of
error. The first limitation is related to the dataset used. In the experiment, we
only used the CoNLLpp dataset, containing data from English-language news-
paper articles. In order to be able to make general conclusions applicable to
different domains and languages, it would be necessary to perform experiments
with datasets containing data from different domains and also in different lan-
guages.

Another limitation relates to individual sets. For training, validation, and
testing, we used prepared sets that were directly available within CoNLLpp. For
more accurate results, it would be appropriate to combine the individual parts
into a whole, which would then be randomly used to create training, validation,
and testing sets. We also did not perform random shuffling of the training data
as part of the experiment. This is not a problem in case of the Naive, HMM and
CRF models, but in case of neural network based models, training on different
mini batches could lead to slightly different results.

Rules that replace words with pseudo words can also be a source of distor-
tions. We create the above regular expressions, and since we are not linguistic
experts, we may have created expressions that inadequately capture some of the
categories.

Another source of error may be the models themselves. We designed the GRU
and BiLSTM models ourselves based on our knowledge and experience. These
models are probably not achieving their maximum potential.

Technical limitations were the reason why model tuning was performed only
on a subset of all available hyperparameters. Also, due to technical limitations
and lack of computational power, we did not conduct model tuning during the
experiments themselves, which means that the same hyperparameters are also
used for models trained on data in which some words have been replaced by
pseudo words.
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4 Conclusion

To summarize, the study aimed to systematically investigate the impact of pre-
processing based on pseudo word substitution on selected NER models, namely
Naive, HMM, CRF, GRU and BiLSTM. We introduced in detail the concept
of pseudo word substitution and provided the Table1 listing the pseudo words
used along with the conditions that must be satisfied for a word to be replaced
by a corresponding pseudo word. The remaining part of this work was devoted
to a detailed description of the methodology used in the experiment.

The insights gained from this research not only advance our understanding
of the interrelationship between preprocessing techniques and NER outcomes,
but also have practical relevance for researchers and practitioners who would
like to further investigate substitution as a preprocessing technique. We suggest
that proper preprocessing techniques may be key to obtaining models capable
of better generalization.

As an extension for the future, we propose to extend the set of existing
pseudo words with new elements that will allow finer word discrimination and
hence more fine-grained feature encoding.
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